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%Zf;gi;ig:tggaeneéz':ga In this study, the hourly directions of eight banking stocks in Borsa Istanbul were
Onyedi Eylul University, predicted using linear-based, deep-learning (LSTM) and ensemble learning (Light-
10200 Balikesir, Turkey GBM) models. These models were trained with four different feature sets and their
performances were evaluated in terms of accuracy and F-measure metrics. While the
first experiments directly used the own stock features as the model inputs, the second
experiments utilized reduced stock features through Variational AutoEncoders (VAE).
In the last experiments, in order to grasp the effects of the other banking stocks on
individual stock performance, the features belonging to other stocks were also given
as inputs to our models. While combining other stock features was done for both own
(named as allstock_own) and VAE-reduced (named as allstock_VAE) stock features, the
expanded dimensions of the feature sets were reduced by Recursive Feature Elimina-
tion. As the highest success rate increased up to 0.685 with allstock_own and LSTM
with attention model, the combination of allstock_VAE and LSTM with the attention
model obtained an accuracy rate of 0.675. Although the classification results achieved
with both feature types was close, allstock_VAE achieved these results using nearly
16.67% less features compared to allstock_own. When all experimental results were
examined, it was found out that the models trained with allstock_own and allstock_
VAE achieved higher accuracy rates than those using individual stock features. It was
also concluded that the results obtained with the VAE-reduced stock features were
similar to those obtained by own stock features.

Keywords: Stock market prediction, Variational autoencoder, Recursive feature
elimination, Long-short term memory, Borsa Istanbul, LightGBM

Introduction

Financial prediction, especially stock market prediction, has been one of the most attrac-
tive topics for researchers and investors over the last decade. Stock market prediction
studies not only aim to forecast market prices or directions to help investors to make
better investment decisions but also prevent stock market turmoil that results in nota-
ble damage to the healthy development of a capital market (Wen et al. 2019). For this
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purpose, the relationship between the historical behavior of stock prices and their future
movements was modeled. Current approaches in financial prediction are separated into
two groups, as technical analysis and fundamental analysis. Technical analysis utilizes
past price data and technical indicators for predicting future behavior of the financial
time series. Although the Effective Market Hypothesis suggests that all information
reflects on stock price immediately, technical analysts believe that it is possible to pre-
dict future prices by analyzing historical prices. Fundamental analysis is based on inter-
nal and external factors regarding a company. While interest rates and exchange rates
are the main external factors to be considered, companies’ press releases and balance
sheet disclosures are the examples of internal factors used for prediction processes (Nti
et al. 2019).

Over the last decade, developments in the field of artificial intelligence, specifi-
cally Machine Learning (ML), ensure opportunities for the use of computer science in
the financial prediction tasks. ML models have proven to be useful in many financial
activities, such as portfolio management (Yun et al. 2020), bankruptcy prediction (Kou
et al. 2021), financial risk analysis (Kou et al. 2014), and stock trading (Paiva et al. 2019).
Artificial Neural Networks (ANN) and Support Vector Machines (SVM) are the most
common models used for financial prediction tasks (Sharma et al. 2017). These models
are preferred due to the fact they can grasp nonlinear characteristics in data without
prior knowledge. Statistical methods, Random Forest (RF), Linear Discriminant Analysis
(LDA), Logistic Regression (LR) and Evolutionary Computation methods are the other
preferred methods in financial research (Barboza et al. 2017). All aforementioned mod-
els use handcrafted features obtained from raw data as model inputs. However, the for-
mation of handcrafted features is a process that requires heavy workload and domain
expertise. Furthermore, as the size of the feature space increases, the training time of
the models is extended, and the outputs produced by the models become more diffi-
cult to interpret (Gunduz et al. 2017b). Since high dimensional feature space results in
poor generalization in ML models, dimensionality reduction is performed on features to
eliminate the negative effects of high dimensionality and data sparsity (Zhong and Enke
2017).

While using feature selection methods to reduce the size of expanding feature space, it
is difficult to find an appropriate selection method in non-linear and noisy data (Bolén-
Canedo et al. 2013). In recent studies, Deep Learning (DL) models have been presented
as a powerful alternative to feature selection methods. DL models can be considered as
a feature extractor that form complex feature representations from raw data or simpler
features in each layer at different levels of abstraction (Chen et al. 2016). Long short-
term memory (LSTM), one of the popular DL models, performs particularly well in
financial forecasting tasks by creating feature representations from the time series data
and uses them directly in the prediction process (Fawaz et al. 2019). Unlike the tradi-
tional ANN, LSTM considers long-term dependencies and temporal effects in the time
series through feedback links.

In this study, the hourly movements of 8 banking stocks in Borsa Istanbul (BIST) were
predicted by using different technical indicators derived from the stock prices. While
LSTM models with and without attention mechanism were used as classifiers in the
prediction process, these models were trained with 4 different feature sets. While own
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stock features were firstly used for the network training, Variational Autoencoder (VAE)
reduced stock features were then given as inputs to the LSTM models. In the final exper-
iments, besides the own stock features, the features of all other stocks were employed
in the prediction. Since the use of all banking features had increased the dimensions of
the feature space for both own and reduced feature sets, the size of the expanded space
was reduced with Recursive Feature Elimination (RFE) selection. The performances of
all trained LSTM models were compared with SVM and LightGBM, and their perfor-
mances were evaluated with accuracy and F-measure metrics. A pictorial view of the
aforementioned framework can be seen in Fig. 1.

The main contributions of this study are that first, an attention-based LSTM model
was used in the prediction of Borsa Istanbul. This is the first study that has used this
model to predict movement in the Turkish market. Although attention-based LSTM
models have been used in many previous studies performed on the developed (Liu and
Wang 2018; Li et al 2018) and emerging (Hollis et al. 2018; Chen and Ge 2019) finan-
cial markets, attention-based LSTM has not yet been used in the Turkish stock mar-
ket. Second, the use of Variational Autoencoder (VAE), which allows easier handling of
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the problem of the latent space irregularity (e.g. close points in latent space can pro-
duce nonadjacent points in decoded data) in time series data. Although models, such as
Autoencoders (AE) (Gu et al. 2019) and Stacked-Autoencoders (SAE) (Bao et al. 2017;
Giuindtz 2020) have caused irregular latent space problems, they have been used in sev-
eral stock market studies; VAE architecture has not yet been used for the prediction of
the stock markets. Lastly, this study uses different evaluation metrics to assess model
performances. This study comparatively analyzes the performances of its models on four
different feature sets using not only accuracy but also Macro-Averaged (MA) F-measure.
With the help of MA F-measure, the performance of the models on class level can be
evaluated even in cases of imbalanced class distribution.

The remainder of this paper is organized as follows: in the next section, a brief sum-
mary is given about related work. In Sect. 3, the details of our data are explained. Sec-
tion 4 provides information on dimensionality reduction, classification models and
evaluation metrics used. Section 5 gives details of the experimental results, and Sect. 6
concludes the paper.

Related works

In this section, brief information is given about stock market studies used ML and DL
models. Additionally, Borsa Istanbul prediction studies published in the last few years
are covered.

Stock market prediction with machine learning

Machine learning models have been frequently used for making accurate predictions
in financial studies. These models use various information sources to obtain financially
relevant features. Among these, structured data such as past stock prices and technical
indicators are at the forefront (Cavalcante et al. 2016). Financial articles, press releases,
and annual reports are other sources that are commonly used in forecasting market
activities (Kumar and Ravi 2016). These sources are unstructured and needed to be pre-
processed before being given to ML models as inputs.

A number of studies have used different ML models to mimic the behaviors of finan-
cial markets. SVM is a leading model in financial prediction tasks due to its ability to
handle the non-linear and dynamic nature of markets. For example, Lin et al. (2013) pro-
posed a framework that predicted trends in the stock prices. Their proposed framework
consisted of feature selection and classification modules that were built on the SVM. At
first, SVM correlation was used to find informative features among all other features.
After dimensionality reduction, a Linear SVM model was trained to classify the stock
directions. Their results showed that the feature selection boosted up classification accu-
racy citelin2013svm. Henrique et al. (2018) used Support Vector Regression (SVR) to
predict stock prices for several companies in three different markets using intraday and
interday frequencies. Their study revealed that SVR had higher predictive power than
the Random Walk model, especially in cases of online learning procedure. Li (2019)
predicted the daily movement direction of the S&P 500 (GSPC) using historical prices
and the SVM classifier. The authors devised a feature selection method named Predic-
tion Accuracy Based Hill Climbing Feature Selection Algorithm (AHCES) and compared
its performance with the Sequential Feature Selection (SFS) algorithm, and although
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prediction without feature selection was determined as a baseline for both methods,
AHCES outperformed both the SFS and baseline methods in terms of accuracy.

ANN is a good alternative to SVM in modeling non-linear and noisy time series data.
In a previous study (Qiu and Song 2016), the daily movement direction of the Japanese
stock market was predicted with an optimized ANN model. The optimized model was a
hybrid model that combined ANN with Genetic Algorithm (GA). With the help of GA,
the weights and bias values were adjusted during ANN training. The proposed hybrid
model achieved a satisfactory result and outperformed the standard ANN model with
an accuracy rate of 86.39%. In a study conducted by Zhong and Enke (2019), 60 macro
and micro economic features which belonged to a 10-year period were used to predict
the daily return of the S%P 500 Index. Their prediction pipeline included dimensional-
ity reduction and classification steps. While Principal Component Analysis (PCA), Ker-
nel PCA, and Fast Robust PCA were used as dimensionality reduction techniques, ANN
was selected as a ML model. PCA and ANN setup had the best accuracy rate among all
experimental setups with a rate of 57%. Naik and Mohan (2019) designed a ML pipeline
including a Boruta feature selection and ANN to predict the stock prices of the Indian
National Stock Exchange. Thirty-three different technical indicators were fed to the sys-
tem as the model inputs, and the model performances were evaluated with Mean abso-
lute error (MAE) and Root mean squared error (RMSE). The results showed that the
ANN model had decreased the error rate by 12% according to the baseline model.

Apart from SVM and ANN, ensemble learning has also been recently used in many
stock market studies. In a study conducted by Patel et al. (2015), a model was proposed
to predict the direction of the Indian Stock Market using historical stock prices and
technical indicators. They selected ANN, SVM, RE, and Naive Bayes as classifiers and
compared the classification performances in terms of accuracy. RF performed better
than the other three models in the prediction process. Ballings et al. (2015) compared
single classifiers with ensemble models in prediction accuracy of stock market direc-
tion. While RF, Adaboost, and kernel factory were chosen as ensemble models, ANN,
LR, SVM, and K-nearest neighbor were determined as the single classifiers. The results
showed that the ensemble models had better classification performance than the single
models. Mehta et al. (2019) devised an ensemble approach for the stock price predic-
tion. They chose diverse types of learners, such as LSTM, SVR and Multiple Regres-
sion, for their ensemble model, and compared their performances to those of the base
learners. The results indicated that compared to the base learners, ensemble learning
approach boosted the prediction accuracy while reducing model variance. In Basak et al.
(2019), they employed the Extreme Gradient Boosting (XGBoost) model to predict the
trend of the stock market index. They found out that XGBoost could successfully predict
long-term trends and had surpassed the predictive performance of the conventional ML
models.

Stock market prediction with deep learning

As mentioned in the previous section, although traditional ANN had high success in
solving classification problems, it had difficulty with complex time correlation in the
time series. LSTM was proposed to model the long-term dependencies in the neu-
ral networks and to solve the problem of the vanishing gradients in the traditional
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Recurrent Neural Network models. Many studies were conducted to prove that LSTM
could achieve better results in time series prediction. For example, Xingjian et al (2015)
used the convolution-enhanced LSTM network for weather forecasting and achieved
higher success than the other existing prediction models. Ma et al. (2015) captured the
nonlinear traffic dynamics for the short-term traffic forecasting with the LSTM network.

There are also many stock market studies using the LSTM network in the litera-
ture. Chen et al. (2015) used LSTM to predict the Chinese market and estimated the
3-day earnings of the stocks with different LSTM steps. Compared to random prediction,
LSTM was more successful in predicting the stock returns. Fischer and Krauss (2018)
created a deep convolutional LSTM model to analyze the effects of the events of dif-
ferent times on stock prices. Fischer analyzed LSTM’s performance in stock movement
direction prediction and confirmed that LSTM had higher classification success than RF,
ANN, and LR classifiers. However, Gunduz et al. (2018) estimated the financial aspects
of the stocks in Borsa Istanbul using financial news and LSTM networks. In this study,
news texts were converted into feature vectors with word representations and given as
inputs to the LSTM networks. The performances of trained LSTM networks excelled
in random and naive comparison models. Li et al. (2017) proposed an LSTM-based
stock market forecasting model by combining investor sentiments and market factors to
improve prediction performance. This study used the Naive Bayes model to analyze the
non-rational component of the stock prices, investors’ sentiments. Experiments on the
CSI300 index showed that the proposed model provided 6% better performance than the
other benchmark models with an accuracy of 87.86%. The study also helped investors
analyze their sentiments and stock behaviors in detail. Kim and Kim (2019) proposed a
hybrid model based on LSTM and Convolutional Neural Network (CNN) for the pre-
diction of the S%P 500 index. In this study, visual features were obtained from the stock
chart images with pre-trained CNN, while numerical features were created from his-
torical stock price records with the LSTM network. Features extracted through the CNN
and LSTM models were firstly used in the model training individually, after which the
training was carried out by feature fusion. Compared to the individual models, feature
fusion resulted in lower prediction errors.

Dataset
Hourly price data of eight banking stocks listed in the BIST 30 Index were used in this
study. Price data included hourly open, close, and high and low prices. The data consists
of 6705 instances collected between the years of 2011 and 2015. The first 3 years of the
data were specified as training set, and the rest as test set. After the splitting process, the
features used in the study were decided. Hourly raw open, close, high, and low prices of
the stocks and logarithmic scale of the prices were the first added features in our data-
set. Technical indicators computed from raw prices constitute the other features used
in the prediction process. Technical indicators give information about the movement
directions of the stocks and the continuity of the price trend in the future (Gunduz et al.
2017b). These indicators use the current point and the specified time interval as param-
eters. The explanations of used technical indicators are shown in Table 1.

In order to complete the computation of the technical indicators, parameters of such
indicators (periods) needed to be determined. Considering that a trading day consists of
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Table 1 Used technical indicators (TI) (x and y denote hourly time periods)

Tl Explanations

ROC(x) Rate of change

MA(x) Moving average

EMA(X) Exponential moving average
MOM(x) Momentum

MACD(x,y) Moving average convergence divergence
WILLR(x) Larry Williams %

RSI(x) Relative Strength Index
MEDPRICE(x) Median price

MIDPRICE(x) Mean price

HH(x) Highest high

LL(x) Lowest low

8 h, it was decided that the periods to compute the technical indicators could be 1, 2, 4,
8, 16, 32 and 64, respectively. Thus, the values of each indicator in 7 different time peri-
ods were computed, and a total of 86 features were created for 11 technical indicators.
When these features were added to raw and logarithmic scale prices, a 94 features were
created per hour for each stock. DL models that use gradient descent as an optimizer
need input data to be scaled due to the fact the difference in range of features can cause
different step sizes for each feature. For this purpose, each feature in our dataset was
applied to a minimum-maximum normalization to transform the feature values into a
common scale.

Since the hourly movement direction of the stock prices was predicted in the study,
class labels indicating the directions were created for each trading hour. Class labels
were computed as follows:

1, ife(t) > c(t—1
r(t) = { ey Llscé )z et -1 (1)

In the Eq. 1, ¢(¢) and c(t — 1) denote the close prices of hour ¢ and ¢ — 1 respectively. r(£)
refers to the class label assigned for hour ¢. Class labels determined for each trading hour
were aligned with feature vectors.

Methods
This section presents the details of dimensionality reduction methods, classification
models, and performance evaluation metrics used in proposed prediction framework.

Dimensionality reduction methods

Dimensionality reduction (DR) can be regarded as a preprocessing step to reduce the
complexity of ML models. DR does not only improve the computational efficiency of
such models but also their predictive performances (Khalid et al. 2014; Kou et al. 2020).
DR can be grouped into two categories: feature selection and feature extraction. Select-
ing a subset of features from original feature space is defined as a feature selection, while
projecting features onto a different feature space to create a low subspace is known as a
feature extraction.
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Obtaining high accuracy in finance studies is dependent on the use of relevant features
in ML models (Gunduz et al. 2017a). However, it is difficult to find informative features
for representing the latent properties of the time series data. Recently, Autoencoders,
in particular, Variational AutoEncoder (VAE), can be applied to the time series data to
learn robust deep feature representations (code) directly while reducing the dimensions
of the feature space. The ability to create the representations with a generative approach
is the main reason that we use VAE in our study.

Besides VAE, Recursive Feature Elimination selection is used as a helper method to
assess the performance of the feature combination. RFE is a feature selection method
that employs a wrapper approach to select a subset of features through the whole feature
set.

Variational autoEncoder (VAE)

Autoencoder is a neural network that copies the values in the input layer to the output
layer. In other words, the data provided as input to the neural network in this study are
reconstructed in the output layer. This is an unsupervised learning model, where explicit
labels are not specified when training the network (Baldi 2012).

Variational AutoEncoder (VAE) is an unsupervised and generative autoencoder model
that forces the distribution of the vectors in the hidden space to a normal distribution.
VAE converts the vector x in the input layer into 2 parameters in the hidden space: mean
and standard deviation (sd). VAE produces new samples through learnt mean and sd
vectors (Gunduz 2021). Although mean and sd values are deterministic, samples gen-
erated from these values are random (probabilistic). The randomness of the generated
samples prevents the computation of the partial derivatives of mean and sd vectors with
a back-propagation method. In order to eliminate this problem, the re-parametrization
trick (parameter modification) and random noise (¢ = epsilon, a random number gen-
erated from a normal distribution whose mean is 0 variance is 1) are utilized. With the
help of these operations, it is possible to compute the partial derivatives in terms of
mean and sd (Kingma et al. 2019).

VAE consists of two separate steps, encoder and decoder. The encoder step creates a
code vector from the input vector x in the hidden space, whereas the decoder converts
this /2 code vector to the r output with the decoder network. This is called a reconstruc-
tion because input (x) and output (7) are identical to each other. This process is the same
as that of standard AutoEncoder (AE). The key difference between AE’s and VAE’s is the
type of the loss function used in the network training. AE’s loss function is a standard
mean squared error (MSE), while VAE’s loss function consists of MSE + Kullback-Lei-
bler (KL) Divergence terms. KL-Divergence is a metric for the difference between two
normal distributions. Let us assume that VAE has 15 nodes in the hidden space; VAE
will produce mean and sd vectors for a 15-dimensional hidden space in the first epoch.
The difference between the hidden space (z) connected to the 15-dimensional mean and
sd vectors and the 15-dimensional normal distribution is evaluated with KL-Divergence.
KL-Divergence also acts as a regularization metric that prevents overfitting and ensures
that important features are kept in the hidden space (Walker et al. 2016). Thus, close
points in the latent space can produce nonadjacent point decoded data.
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A lower KL-Divergence value shows that the distribution of the hidden space is closer
to normal distribution. This indicates that regardless of the x input given, x will always
have similar values in the hidden space. Because of this, MSE will increase too much and
the total loss of VAE will also tend to increase. This case is similar to the bias-variance
trade-off in ML.

Recursive feature elimination (RFE)

Recursive Feature Elimination (RFE) is known as a wrapper feature selection and
employs ML models when computing the relevance scores of the features. RFE firstly
trains a model with an entire feature set and computes a relevance score for each feature.
In the next step, the feature with the least relevance score is neglected and the model is
re-trained to compute new feature relevance scores. This process is continued until the
desired number of features remain in the feature set. Therefore, the desired subset size
is a parameter that needs to be set before the model initialization. Another parameter to
be determined is the ML model employed in finding the relevance scores of the features
in each RFE iteration. SVM is a popular model due to its high accuracy and good gener-
alization ability. RFE commonly uses SVM model with a linear kernel to assign a weight
value (feature relevance score) to each feature. In such cases, the feature is neglected in
the next iteration since the lowest weighting feature will have the least effect on the clas-
sification process. RFE spends more time neglecting features one by one in case of a high
dimensional feature space. In order to handle the running time issue, RFE ignores more
than one feature in each iteration (Yan and Zhang 2015).

Classification models

In this study, different types of ML models, such as Support Vector Machines, Light-
GBM, and Long-Short Term Memory are employed to classify the directions of the stock
movements. The details of the models are discussed in the subsections below.

Support vector machines (SVM)

Support Vector Machines (SVM) are an ML model employed in both classification and
regression tasks. In binary classification problems, if the data are linearly separable, this
separation can be done with an infinite number of decision boundaries named hyper-
planes. The main goal of SVM is to find a linear function with the largest margin to both
class instances. SVM also has the capability of classifying nonlinear data successfully
through the “kernel trick” In order to ensure linear separability in the nonlinear data,
the “kernel trick” method projects n-dimensional samples onto a new m-dimensional
space (m > n) using basis functions and instances in the new feature space that are sepa-
rated into two classes using hyperplanes. The parameters in SVM vary depending on the
type of kernel function used. C is a common parameter that regulates the complexity of
the trained model. Lower C values produce underfitted models that may have more mis-
classified samples, while higher C values increase the variance of the model and cause
overfitting (Guenther and Schonlau 2016).
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LightGBM

Boosting is an ensemble approach that combines a predefined number of base learn-
ers to produce a single strong learner. Boosting forms a learner group by training each
model according to the same dataset, but adjusting the weights of the instances accord-
ing to the errors of the final prediction. The main principle in boosting is to force models
to focus on instances that are difficult to predict. The boosting method has been success-
fully applied to many problems due to their successful performance rate (Altman and
Krzywinski 2017).

LightGBM is a fast, distributed, high performance ensemble model based on deci-
sion trees. It is a variant of gradient boosting that consists of many weak decision trees.
Unlike a bagging approach, LightGBM combines models additively and sequentially.
Boosting models use two strategies, level-oriented and leaf-oriented, while they train
each decision tree and split the data. The level-oriented approach preserves the balance
of the tree in the growing phase, whereas leaf-oriented approach continues to split the
biggest loss decreasing leaf. LightGBM has a leaf-oriented tree structure that chooses
not only losses in a particular branch but also splits based on its contribution to the
entire loss. Often, it chooses the trees with fewer error rates rather than other growing
models of level-oriented learning (Ke et al. 2017).

Training time of a decision tree is proportional to the number of possible node splits.
Small changes in splitting often do not make a big difference in model performance.
LightGBM, which is also a histogram-based method, takes advantage of this case by
grouping the features into a series of bins and splitting them into the bins instead of the
features. This property can reduce the computational complexity and result in reduc-
tions on model training time.

Long-short term memory

Long-Short Term Memory (LSTM) is a special variant of Recurrent Neural Networks
(RNN) that has the capacity to model the long-term dependencies in a time series.
Rather than having a single layer like simple neural networks, LSTM uses four layers
that interact in a specific way to preserve the information for long periods. The internal
structure of the LSTM is shown in Fig. 2.

The key feature of LSTM is the cell state. LSTM is capable of adding or subtracting
information to the cell state (C¢ — 1) with structures called “gates” The gates are an
optional way of providing information, and they are made up of a sigmoid layer and a
dot-product. Sigmoid layer outputs the numbers from zero to one and describes how
much each component is allowed. 0 means “don’t let anything pass”; 1 means “allow
everything”. LSTM has three of these gates to maintain and control the cell state.

The first step of LSTM is to decide which information is to be removed from the cell
state. This decision is made up of a sigmoid layer called as “forget gate (f;)” The next
step is to decide which new information will be stored in the cell state. “Input gate
(it)” layer decides which values are to be updated with a tanh layer. This layer creates
a new candidate state vector (Cy,). In the next step, (C¢n) and (C¢ — 1) are combined
to update the state vector. Thus, the old cell state is (Cy — 1) replaced with a new cell
state (C¢). In the final step, LSTM’s output is specified, which is relative to the last
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Fig. 2 LSTM network internal structure (Olah 2015)

cell state but is also a filtered version of it. An “output gate (O¢)” is a layer that deter-
mines which portions of the cell state can be transferred as an output. In order to
generate the output vector (hg), the cell state is passed through the tanh activation
function and multiplied by O¢ (Gunduz et al. 2018).

LSTM generates an output vector (h¢) for each time step in the time series data to
link the output vector of the current time step to the previous time steps. The most
common way to use LSTM is to take the output vector of the last time step (h¢) in the
sequence as a representation of the entire sequence. This approach can result in the
loss of information due to an entire sequence being reduced to a low dimensional vec-
tor. In these cases, the output vectors of all steps can be used instead of the vector of
the last time step. Thus, the prediction operation depends on the aggregation of the
output vectors of the input sequence, and LSTM assigns the weights to these vectors
to create a fixed length vector. These weights specify which time steps are important
in the classification process. This approach is called as attention mechanism. With
this mechanism, one or more dense layers are added to the outputs of the LSTM layer,
and a weight is assigned to each time step. The determination of assigned weights
occurs during the training of the network (Wang ert al. 2016).

Neural networks with a large number of parameters can model functions with a
high degree of complexity. However, a huge number of parameters may cause the net-
work to not fitwell with new data. This problem, known as overfitting, is a major issue
in deep neural networks with millions of parameters such as LSTM. Several tech-
niques have been applied to overcome this problem, such as restricting the param-
eters and modifying cost function. Unlike other techniques, dropout is a method in
a configuration that works by modifying the network itself (Srivastava et al. 2014).
Dropout works randomly and temporarily by ignoring the neurons in the hidden layer
during the training, based on the predefined p probability value. During the train-
ing of the network, the inputs are transmitted through the modified layers with n x p
active neurons and the back propagation is performed on the same neurons. During
the testing phase, the inputs are fed to the unmodified layer and the output layer is
scaled with p value.

With dropout, network training is done on a set of different networks, and the
final output is generated by averaging all their outputs. This method is a powerful
way to reduce overfitting like in the ensemble learning approach. Since a neuron can-
not rely on the presence of other neurons, it also has to learn characteristics that do
not depend on the presence of other neurons. Thus, the network learns the robust
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properties and reduces noise sensitivity. Dropout does not restrict the network

parameters and can be used with such as L2.

Performance evaluation

Evaluation metrics are used to measure the predictive performance of ML models.
Although accuracy is the most preferred metric in performance evaluation, it does not
solely provide sufficient information to decide whether a model is good enough. Accuracy
can also cause misleading results in cases of imbalanced data, which is a concept used to
define the datasets where the distribution between classes is not close. Assessment met-
rics such as F-measure can calculate how well a classifier can distinguish between different
classes even in the case of class imbalance (Gunduz et al. 2017a).

Accuracy and F-measure are both computed based on a confusion matrix, the clear and
simple way to present the predictive results of the classifier. Confusion matrix (CM) is a
table commonly used to describe the performance of classification models with a set of test
instances where ground truths are known. In a binary classification case, CM refers to the
number of correctly and incorrectly classified instances per class. The elements of the con-
fusion matrix are expressed in Table 2.

In Table 2, tp, fp, fn, and tn denote the numbers of true positive (tp), false positive (fp),
false negative (fn) and true negative (tn) instances, respectively.

Accuracy is an overall measure of the predictive performance and is defined as a ratio
of accurate prediction counts to the total number of instances. However, in cases where
the difference between fp and fu values is high, other parameters need to be considered
to evaluate the performance of the model. Precision is a metric that computes the ratio of
accurately predicted positive instances to predicted total positive instances (Eq. 2). Recall
is another metric, which is used to reveal the ratio of number of correctly classified posi-
tive samples (¢p) to total number of actual positive samples (Eq. 3). Low precision rates also
indicate many false positives in model performance, while low recall rates show us that the
classification result contains many instances of false negatives (Song et al. 2018).

F-measure is defined as a harmonic mean of precision and recall. Therefore, evaluating
classification performance with F-measure also considers both false positives and false
negatives. Since F-measure can directly assess the discriminative power of the classifier,
it is more useful to look at the F-measure, especially when there is an imbalanced class
distribution.

Based on counts in confusion matrix, F-measure is computed as follows:

tp
tr+Jp

precision =

Table 2 Confusion matrix for two-class classification

Actual/predicted as Positive Negative

Positive tp fn
Negative fo tn
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tp
tp+fn (3)

recall =

2 x precision X recall

F-measure =

precision + recall (4)
In case of a class imbalance problem, model performance is assessed for each class using
F-measure, and overall evaluation is performed by computing the mean of the class-level

F-measure (a.k.a Macro-Averaged (MA)) rates (Pillai et al. 2017).

Experimental results

Two different benchmark methods, random and naive, were used to compare the perfor-
mances of this study’s ML models. In the random method, the prior probability of each
class in the dataset was found, and class labels were assigned to the samples randomly by
considering the probabilities. The naive approach assigned the class label of the previous
time step to the current time step. The classification results obtained by these methods
are shown in Table 3 on a stock basis. The results showed that the naive method was bet-
ter than the random method in terms of accuracy and MA F-measure.

After results obtained by benchmark methods, the first experiments were conducted
with the own stock features (raw stock prices, log-scaled price, and technical indicators)
using SVM, LightGBM, and two LSTM classifiers. While feature vectors were given to
SVM and LightGBM models in a 1-Dimensional (1D) form, vectors were transformed
into 2-Dimensional (2D) tensors for the LSTM models, which were formed by combin-
ing the stock features of past 8 h (each trading day consisted of 8 h). Thus, LSTM models
used the feature vectors of the last 8 h in the hourly prediction. LSTM with attention
models were also utilized from an attention mechanism to weight the output vectors
of all time steps. A pictorial view of LSTM basic and LSTM with attention models are
shown in Figs. 3 and 4, respectively.

LSTM basic model included one input, one LSTM, one batch-normalization, one acti-
vation, and one dense layer. The input layer transmitted 2D instances of size 8 by 94 to
the LSTM layer, which consisted of 60 cells. The outputs of the LSTM layer were then
passed through the batch-normalization and activation (“ELU”) layers and were then

Table 3 Classification results using random and naive methods

Stocks Random Naive
Acc F-Mea Acc F-
Mea
ALBRK 0.501 0493 0.511 0.501
AKBNK 0.493 0.481 0.509 0493
HALKB 0510 0.505 0523 0511
ISCTR 0.487 0478 0.502 0487
SKBNK 0.501 0487 0486 0.464
TSKB 0.503 0.492 0534 0513
VAKBN 0.499 0.468 0513 0483
YKBNK 0493 0476 0.503 0.491
Average 0.498 0.485 0.510 0.492

Bold numbers indicate the best performance
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Fig. 3 Graphical view of LSTM basic model

finally transferred to the dense layer. The difference between the attention and basic
models is that the former had an attention block after the activation layer. In the atten-
tion block, the contributions of all time step vectors from the LSTM layer were found
in the attention_scores layer, and these contributions were converted into the weights
in the attention_weight layer. The generated attention_weight vector was then dot-
produced with the LSTM time step vectors to create a context vector. After obtaining
this vector from the attention block, its values were compared with those of the vector
obtained from the last time step of LSTM to find maximum vector values. The classifi-
cation process was completed by finding maximum values through dropout and dense
layers.

Since model parameters directly affected classification performance, hyper-parame-
ters of used models were specified by a grid search with five-fold cross-validation on the
training data. LSTM models were trained using KERAS (Chollet 2018) package with the
specified hyper-parameters shown in Table 4. Although the number of epochs was deter-
mined to be 250, early-stopping was applied if there was no decrease in the validation
error during 20 iterations. In order to avoid overfitting, dropout layers were also used in
the fully connected and recurrent layers. For the evaluation results of the LSTM models,
each model was executed 11 times and the accuracy rates of these models were sorted in
ascending order. After sorting the execution results, the 6th model (the median of the 11
executed models) was chosen as a key model for reporting model performances.
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Fig. 4 Graphical view of LSTM with attention model

LSTM considers previous n-time step instances in the prediction of the current time
step. Unlike LSTM models, SVM and LightGBM predict the current time step using only
previous time step instance. Our study used the time series cross-validation (cv) proce-
dure in the training of SVM and LightGBM in order to fairly compare the performance
of both models to those of LSTM. In this cv procedure, the test set was first divided into

Page 15 of 24
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Table 4 Parameters of LSTM network

Parameters Value
Number of memory cells 40
Dropout rate 03
Optimizer Adam
Activation function ELU
Number of epochs 250
Batch size 32

the predefined number of folds. In this case, the test data were separated into the folds
that contained 8 instances each (due to using time step parameter in LSTM as 8 h, the
number of instances per fold was defined as 8). Time series cv began with the training
set in the first iteration. After completing the model training, the first predictions were
done for the instances in the first test fold. In the next iteration, the instances in the
first test fold were added to the existing training set and the predictions for the second
fold instances were made. This process was additively continued until the final test fold
was predicted. This way, SVM and LightGBM model performances were compared with
the LSTM models’ fairly by including previous instances gradually in the model training.
Like in the LSTM models, the parameters of SVM and LightGBM were defined by a grid
search process over search space listed in Tables 5 and 6.

Our first models were trained with the own stock features and their performances
were assessed by both individual and overall levels. While individual level performances
were computed for each stock in terms of accuracy and MA F-measure, overall level
performances were calculated by computing the mean of individual stock accuracy and
F-measure scores. Classification performances of trained models are listed in Table 7.

The results showed that the LSTM with attention model was superior to the LSTM
basic model, SVM, and LightGBM, with an overall accuracy of 0.658, whereas the LSTM
basic, SVM, and LightGBM models had accuracy rates of 0.629, 0.620, and 0.631, respec-
tively. The same results could be seen in overall MA F-measure rates. The LSTM with
attention model (0.598) had a 1.4% higher performance than the SVM (0.585) classifier
in terms of mean MA F-measure. LSTM with attention was also superior in the results
obtained on the stock basis. LSTM with attention had higher accuracy rates in seven of

Table 5 Parameter space of SVM

Parameters Value
Kernel type {rbf, poly}
Regularization (C) {1,2,4,8

Table 6 Parameter space of LightGBM

Parameters Value

number of learners {100, 200, 300, 400, 500}
learning rate {0.1,0.01}
L2-regularizer {0.001, 0.0001}

max_depth {9,11,13}
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Table 7 Classification results using own stock features

Stocks LSTM (basic) LSTM (with attention) SVM LightGBM
Acc F-Mea Acc F-Mea Acc F-Mea Acc F-
Mea

ALBRK 0.704 0.642 0.737 0.668 0.691 0.661 0.711 0.669
AKBNK 0.625 0.537 0.621 0.554 0.585 0.551 0.598 0.539
HALKB 0.569 0.542 0.629 0.595 0.568 0.557 0.578 0.553
ISCTR 0.629 0.573 0.668 0.574 0.646 0.564 0.622 0.548
SKBNK 0674 0.602 0.744 0.653 0.693 0.649 0.713 0.629
TSKB 0.666 0.593 0.688 0.609 0611 0.586 0.681 0.562
VAKBN 0.552 0.545 0.567 0.549 0.575 0.557 0.562 0.543
YKBNK 0.615 0.556 0.609 0.585 0.587 0.556 0.585 0.558
Average 0.629 0.574 0.658 0.598 0.620 0.585 0.631 0.575

Bold numbers indicate the best performance
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Fig. 5 Encoder component of the VAE

eight stocks compared to the other models. The stocks with the highest accuracies were
ALBRK and SKBNK, with a rate of approximately 0.74.

In the second experiment, reduced stock features were given as inputs to the models.
VAE was used to reduce the size of the feature vectors while extracting deep and latent
properties from the entire feature. In order to decide the size of the reduced feature vec-
tors, reconstruction errors were searched for each stock in terms of MSE. 10, 15, and 30
were selected as a search space for size of reduction, and the obtained results showed
that vectors with sizes reduced to 10, 15, and 30 had average MSE rates of 14.21, 10.47,
and 9.58, respectively. Considering the reduced dimensions and reconstruction errors,
15 was decided as a reduction parameter. KERAS framework was used to implement our
VAE model. The graphical representations of the created VAE are listed in Figs. 5 and 6.

As seen in the illustrations, the size of the feature vectors was reduced from 94 to
15 with the help of the encoding component of the VAE model. As in the first experi-
ments, reduced stock features were provided as inputs to the LSTM basic, LSTM with
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Fig. 6 Decoder component of the VAE

Table 8 Classification results using VAE-reduced stock features

Stocks LSTM (basic) LSTM (with attention) SVM LightGBM
Acc F-Mea Acc F-Mea Acc F-Mea Acc F-
Mea

ALBRK 0.656 0.530 0.733 0.629 0.712 0.596 0.712 0.601
AKBNK 0.652 0.592 0.652 0.557 0.645 0.556 0.603 0.520
HALKB 0.569 0.542 0613 0.546 0.615 0.549 0.588 0.525
ISCTR 0.621 0.535 0.663 0.549 0.680 0.556 0.654 0.534
SKBNK 0.685 0.610 0.737 0.595 0.726 0.564 0.722 0.576
TSKB 0.650 0.530 0.694 0.544 0.685 0.526 0.645 0.504
VAKBN 0.563 0.553 0.563 0.546 0.576 0.548 0.566 0.530
YKBNK 0.583 0.541 0.537 0.529 0.565 0.536 0.575 0.527
Average 0.622 0.554 0.649 0.562 0.651 0.554 0.633 0.540

Bold numbers indicate the best performance

attention, SVM and LightGBM models. Results of those with reduced features are shown
in Table 8.

Classification results showed that the highest accuracy rates were achieved by SVM
and the LSTM with attention model. Both models had an accuracy rate of around 0.65,
followed by the LightGBM and LSTM basic models with accuracy rates of 0.63 and 0.62.
When analyzed in terms of F-measure, the LSTM with attention model had an MA
F-measure rate of 0.562, followed by the LSTM basic, SVM and LightGBM models with
the rates of 0.554, 0.554, and 0.540, respectively. The LSTM with attention model also
led in success rate at the individual level with 4 stocks compared to the LSTM basic and
SVM models, which had 2 high performer stocks. ALBRK and SKBNK stocks were again
at the forefront with an accuracy of about 0.74.

In order to show the effects of the dimensionality reduction in easing overfitting, we
also noted the training accuracies for the own and VAE-reduced stock features. The
training accuracy rates for all models are listed in Table 9. The results showed that the
biggest change in training accuracy had been made in the SVM model. Since LSTM
models use dropout and L2 regularization to prevent overfitting and LightGBM is an
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Table 9 Training accuracy rates of own and VAE-reduced stock features

Stocks LSTM (basic) LSTM (with attention) SVM LightGBM
Own VAE Own VAE Own VAE Own VAE

ALBRK 0.729 0.691 0.773 0.756 0.863 0.823 0.783 0.761
AKBNK 0.626 0.589 0.685 0.686 0.820 0.784 0.720 0.691
HALKB 0.653 0.637 0.665 0.652 0.841 0.780 0.721 0.696
ISCTR 0.619 0.638 0.696 0.679 0.825 0.773 0.726 0.708
SKBNK 0.723 0.723 0.780 0.742 0.862 0.804 0771 0.741
TSKB 0.640 0.681 0.721 0.723 0.835 0.799 0.767 0.733
VAKBN 0.637 0618 0.682 0.659 0.839 0.795 0.717 0.685
YKBNK 0.669 0.623 0677 0.662 0.839 0.781 0.709 0671
Average 0.662 0.651 0,709 0.694 0.840 0.792 0.739 0.710

Table 10 Classification results using allstock_own features

Stocks LSTM (basic) LSTM (with attention) SVM LightGBM
Acc F-Mea Acc F-Mea Acc F-Mea Acc F-
Mea
ALBRK 0.723 0.632 0.750 0.670 0.738 0.658 0.740 0.673
AKBNK 0.646 0.554 0.674 0.537 0.637 0.547 0.623 0.556
HALKB 0.624 0.568 0.662 0.543 0.637 0.588 0.627 0.593
ISCTR 0.664 0.543 0.686 0.550 0.680 0.573 0.666 0.572
SKBNK 0.737 0.634 0.743 0.641 0.741 0.639 0.744 0.652
TSKB 0.689 0.536 0.694 0.611 0.695 0.603 0.687 0.605
VAKBN 0.594 0.560 0.620 0.590 0.558 0.547 0.562 0.544
YKBNK 0613 0.555 0.652 0.531 0.632 0.587 0.608 0.584
Average 0.661 0.573 0.685 0.574 0.669 0.594 0.657 0.597

Bold numbers indicate the best performance

ensemble learner that reduces model variance, changes in the training accuracy of these
models remained limited compared to SVM.

In the last experiments, besides individual stock features, the features belonging to
other stocks were also given as inputs to our models. In order to grasp the effects
of other banking stocks on individual stock performance, other stock features were
merged. Combining the features was done for both own and VAE-reduced stock fea-
tures. The combination resulted in a 658-dimensional vector for the own stock and
a 105-dimensional for the VAE-reduced features. The size of other stocks features
was reduced from 658 to 94 using RFE selection for the own stock features. Selected
features were combined with the own stock features, and created 188-dimensional
feature vectors called allstock_own features. Results of the allstock_own features are
shown in Table 10.

In the experiments using allstock_own features, the highest accuracy rate was
achieved by the LSTM with attention model, and its overall success was 0.685 in
terms of accuracy, followed by the SVM, LSTM basic, and LightGBM models, with
0.669, 0.661, and 0.657 accuracy rates, respectively. Compared to the own stock
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features, the use of own and other stock features increased success rate by about 4%
in both the LSTM basic and with attention models, and by 2.4% in the LightGBM
model. The main contribution of own and other stock features was also seen in overall
MA F-measure rates and the overall F-measure of all four models increased by 1.2
to 4.7 %. When stock performance was analyzed at the individual level, LSTM with
attention again reached the highest accuracy rates in SKBNK and ALBRK stocks.

Similar to the own stock features, the same procedures were done for VAE-reduced
features. The size of other stock features was reduced from 105 to 15 using RFE selection.
Selected features were combined with VAE-reduced stock features to create 30-dimen-
sional feature vectors called as allstock_VAE. The classification results obtained with the
created feature set are shown in Table 11.

allstock_VAE results showed that the LSTM with attention model was superior to the
other models in terms of average accuracy. It had an accuracy of 0.675, followed by the
SVM, LightGBM, and LSTM basic models with rates of 0.662, 0.657, and 0.649, respec-
tively. allstock_VAE features resulted in an accuracy improvement of approximately 2.5%
in both LSTM and LightGBM models compared to the results obtained with only VAE-
reduced features. When the results of allstock_VAE features were compared with all-
stock_own, it could be seen that the differences between model accuracies were around
1%, and an approximately 3% decrease in the F-measure rates of the SVM and Light-
GBM models could be seen.

Since allstock_VAE achieved sufficient results with few features, we selected the mod-
els trained with these features as best performers and applied a statistical significance
test to compare model performances. We employed McNemar’s test, a non-parametric
statistical test for paired model comparisons, to compare the predictions of the model
pairs. McNemar’s test uses a contingency table that holds the counts of instances in
which two models disagree or agree in the same way. McNemar’s test rejects the null
hypothesis if the computed p value is below than a defined significance threshold (alpha
= 0.05), which means the performances of the models are different. If p value is higher
than the defined significance level, McNemar’s test fails to reject the null hypothesis,
which indicates that the compared models have a similar proportion of errors (the two
model’s performances are equal). The results of McNemar’s test with an alpha of 0.05 on
allstock_VAE models are presented in Table 12.

Table 11 Classification results using allstock_VAE features

Stocks LSTM (basic) LSTM (with attention) SVM LightGBM
Acc F-Mea Acc F-Mea Acc F-Mea Acc F-
Mea
ALBRK 0.737 0.656 0.741 0.653 0.741 0.623 0.735 0617
AKBNK 0.626 0.558 0.667 0.567 0.643 0.541 0.635 0.537
HALKB 0.579 0.563 0.660 0.562 0619 0.555 0613 0.555
ISCTR 0.678 0.554 0.657 0.575 0.660 0.567 0.651 0.557
SKBNK 0.749 0.633 0.750 0.624 0.743 0.580 0.746 0.581
TSKB 0.664 0.576 0.705 0.580 0.680 0.538 0.677 0.537
VAKBN 0.569 0.549 0.603 0.555 0.589 0.545 0.580 0.536
YKBNK 0.577 0.554 0.628 0.564 0.623 0.575 0618 0.573
Average 0.647 0.580 0.676 0.585 0.662 0.566 0.657 0.562

Bold numbers indicate the best performance
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Table 12 Results of McNemar's test on allstock_VAE trained models

Stocks LSTM (with attention) versus LSTM (with attention) versus  LSTM (with

LSTM basic light GBM attention) versus SVM

Score p value Score p value Score P

value

ALBRK 62 1 80 0.698 72 0.683
AKBNK 92 4.77E—-06 102 0 174 0
HALKB 175 4.03E—-09 164 0.066 104 0.286
ISCTR 18 0.064 66 0.004 106 0
SKBNK 41 0.594 71 0.742 77 0.001
TSKB 108 0.002 119 0.702 129 0.365
VAKBN 131 1.16E—-06 159 0 190 0
YKBNK 150 2.80E-10 184 0.001 71 0.204

Bold numbers indicate the best performance

The results also revealed that the LSTM with attention model performed statisti-
cally better within a significance value of 0.05 than the LSTM basic model in 5 stocks.
LSTM with attention also had a significant performance difference according to SVM
and LightGBM in 4 stocks. Additionally, while ALBRK was the only stock in which all
models made errors in similar proportions, AKBNK and VAKBN were two stocks for
which the results of the tests were significant between all model pairs, which rejects the
null hypothesis.

Conclusions

In this study, we predicted the hourly movement directions of eight banking stocks in
Borsa Istanbul using stock prices and technical indicators as features. We selected lin-
ear-based (SVM), deep-learning (LSTM) and ensemble learning (LightGBM) models in
the prediction process and assessed the model performances in terms of accuracy and
F-measure metrics.

We performed our experiments based on different types of feature sets (own stock
features, VAE-reduced stock features, allstock_own and allstock_VAE features). In the
first experiments, the models were trained with own features and their classification
performances in accuracy and F-measure were evaluated. Among the trained models,
LSTM with attention excelled compared to LSTM basic, SVM, and LightGBM both in
terms of average and individual stock performances. LSTM with attention predicted the
movement direction of the stocks with an average of 0.658 accuracy and 0.598 F-meas-
ure rates. In order to extract informative and hidden feature representations from stock
features, an effective dimensionality reduction architecture, VAE, was used in the sec-
ond experiment. The size of the stock feature was reduced from 94 to 15 through the
VAE. In models trained with reduced stock features, high accuracy rates were achieved
in the LSTM with attention and SVM models. Compared to the results obtained with-
out dimensionality reduction, the average classification performances of the reduced
features were satisfactory in terms of accuracy, and although the accuracy rates are the
equal or higher than those of the models without reduction are, there was a 3% decrease

in F-measure rates.
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In the last experiments, besides the individual stock features, the features of the
other banking stocks were also used. While the size of increased feature space was
reduced by RFE selection, models trained with low dimensional features (allstock_
own and allstock_VAE) achieved higher accuracy rates than those using individual
stock features. As the highest success rate increased up to 0.685 with allstock_own
and LSTM with attention model, the combination of allstock VAE and LSTM with
attention model resulted in an accuracy rate of 0.675. The classification results
achieved with both feature types were close, but allstock_VAE achieved these results
using nearly 16.67% fewer features compared to allstock own. Additionally, the
results of McNemar’s test were significant for LSTM with attention in at least in four
stocks according to the LSTM basic, SVM, and LightGBM models.

When all experimental results were evaluated, it was found that models trained with
VAE-reduced features had similar accuracy rates to those trained without dimension-
ality reduction. Thus, the conclusion could be made that using all stock features in a
prediction boosted the classification performance for all stocks in terms of accuracy.
Furthermore, all models had higher classification performance than naive and ran-
dom benchmark models.

It was also difficult to compare the results of this study with other Borsa Istanbul stud-
ies due to the difference in datasets, prediction horizon, and experimental methods used
for predicting. For example, the study conducted by Gunduz and Cataltepe (2015) pre-
dicted the daily movement direction of the BIST 100 index with Turkish financial news
texts, and Term Frequency-Inverse Document Frequency (TF-IDF) was used as a docu-
ment representative to generate the feature vectors. The classification process was per-
formed with the Naive Bayes algorithm resulting in an accuracy of 0.75. In another study
conducted by Gunduz et al. (2017b), a novel Convolutional Neural Network (CNN)
architecture was proposed for the prediction of hourly directions of 100 stocks in Borsa
Istanbul. The proposed architecture achieved an average F-measure rate of 0.563 for 100
stocks. This study differs from the aforementioned studies (Gunduz and Cataltepe 2015;
Gunduz et al. 2017b) in that it gives low-dimensional features extracted by VAE from
technical indicators as inputs to several ML models and utilizes other stock features
besides their own features. Because of these operations, the number of used features
decreased from 94 to 30, while average classifier performance increased up to 0.59 in
terms of MA F-measure. In another recent Borsa Istanbul study, deep ensemble models
were developed in order to predict the daily direction of the BIST 100 index (Kilimci
2020). Twitter media was used as a news source in the estimation process, and tweets
were transformed into feature vectors with different document representation methods
such as Word2vec, Glove and TF-IDF. Deep learning architectures such as CNN, RNN
and LSTM were used as single learners and ensemble strategies. The success of the pro-
posed method was 0.78 in terms of accuracy with the deep ensembles. The predictions
at hourly scales and the use of F-measure in addition to accuracy in performance evalua-
tion make the present study superior.

In the future, the stock networks and graph embedding methods are planned to be
used to mine the temporal dependencies between the stocks. We believe that this could
allow modelling of the causal dependencies between the stocks and trading hours.
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