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Introduction
Stock market forecasting is extremely challenging given the nonlinear and non-station-
ary variations observed in stock market data. The problem is further complicated by 
external factors such as economic circumstances, political events, and investor senti-
ment. The random walk hypothesis proposed by Fama (1995) assumes that stock price 
changes are basically stochastic; therefore, attempts to accurately predict future stock 
prices will fail. Similarly, the efficient market hypothesis (Malkiel 1989) states that future 
changes in stock prices cannot be predicted from previous data. However, many econo-
mists and stock market participants believe that stock prices are at least partially pre-
dictable because price changes tend to repeat themselves due to investors’ collective and 
systematic activities (Shah et al. 2019; Chong et al. 2017).
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Previous studies apply machine learning (ML)-based methods to predict stock prices. 
For example, a study (Kumar et al. 2016) predicts a 1-day ahead closing price direction 
for 12 stock indices using a variety of technical indicators as inputs to a proximal sup-
port vector machine (PSVM). The authors of Aloraini (2015) predict the daily opening 
price direction for 11 companies listed in Saudi Arabia’s stock market. The study (Nayak 
et al. 2021) forecasts close price percentage changes in two Indian benchmark indices 
using a combined method, i.e., SVM with a rough set model. The authors show that the 
hybrid method outperforms a decision tree, Naive Bayes, and artificial neural networks 
(ANN) in terms of accuracy using the selected datasets. In Ruxanda and Badea (2014), 
ANNs are built using lagged prices and macroeconomic indicators to forecast 1-day 
ahead values for the Romanian BET index.

These studies attempt to predict the direction of future stock prices. We identify two 
deficiencies in this approach: (1) the studies focus on stock price movements rather than 
relative returns, and (2) they analyze a relatively small number of companies, which is 
not sufficient to provide statistically meaningful conclusions.

In this study, we investigate a relative stock return classification problem that would 
allow stock selection based on time series price data over the period from 2017 to 2022 
for all of the stocks in the S&P 500 index. We compare the effectiveness of our ML-based 
approach with that of random stock picking.

This remainder of this study is organized as follows. "Related work" section presents a 
review of previous related work. In "Data and methods" section, we define the problem 
and specify the input features, class labels, and machine learning (ML) predictive models 
used in our analysis. The experimental results and findings for the S&P 500 stocks are 
presented in "Results" section along with a comparison with a random choice (RC) clas-
sifier. "Conclusions" section concludes the study.

Related work
In general, stock market analyses can be divided into two categories based on the type 
of data used: fundamental and technical analysis. In a fundamental analysis (Heo and 
Yang 2016), a stock price is estimated based on the company’s earnings, revenues, divi-
dends, and other measures of the company’s financial performance. Chen et al. (2017) 
use financial indicators such as operating income, return on assets, and pretax income to 
choose stocks in the Taiwan stock market. Another study (Li et al. 2022) predicts 1-day-
ahead closing prices of stocks trading on the Shanghai stock exchange using 35 features 
including four fundamental indicators, namely price-to-earnings ratio, price-to-book 
ratio, price-to-sales ratio, and price-to-cash flow ratio. Another study (Yuan et al. 2020) 
applies various fundamental indicators including net profit, dividends, and return on 
equity, to predict stock returns in China’s A-shares market using support vector machine 
(SVM), random forest (RF), and artificial neural network (ANN) methods.

A technical analysis (Nazario et  al. 2017) uses indicators computed from historical 
market data, such as prices and volumes, to forecast stock prices. Several studies (AI-
Shamery and AI-Shamery 2018; Lin 2018; Patel et al. 2015) use technical indicators such 
as exponential moving average (EMA), relative strength index (RSI), stochastic oscilla-
tor, and rate of change to predict the direction of various stock markets. In Picasso et al. 
(2019), ten common technical indicators are used to generate buy and sell signals for 
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a trading strategy involving 20 companies in the NASDAQ 100 index. Dai et al. (2020) 
introduces and applies new technical indicators based on an EMA and RSI to improve 
the predictability of certain trading strategies.

Some of the most basic forecasting methods used in making stock market predictions 
are statistical models such as the autoregressive moving average (ARMA) (Lv et al. 2022), 
which are widely applied to predict changes in stock market indexes from stationary 
time series data. For short-term stock market predictions, the integrated model known 
as autoregressive integrated moving average (ARIMA) (Jarrett and Schilling 2008) is also 
popular. One study applies ARIMA in combination with the artificial bee colony (ABC) 
(Kumar et  al. 2022) algorithm for one-step ahead and multi-step ahead predictions of 
prices for stock trading on India’s National Stock Exchange (NSE) and Bombay Stock 
Exchange. SVM has become a popular ML technique for both regression and classifica-
tion problems. The authors in Nabi et al. (2019) use classifiers to predict the direction of 
monthly closing prices of 10 stocks that trade on the NASDAQ exchange and find that 
SVM performs best for binary classifications, based on average accuracy across their 
sample. Another study (Siddique and Panda 2019) applies SVM as a regressor to forecast 
the next-day closing prices of TaTa Motors. In Chen and Hao (2017), the authors apply 
SVM to predict the direction of two Chinese stock market indices for the next 1, 5, 10, 
15, 20, and 30 days based on nine technical indicators. They examine the relative impor-
tance of each indicator using the information gain approach and conclude that the SVM 
method is robust and has the strong predictive capability for their chosen indices. The 
authors of Kou et al. (2021) apply four feature selection methods, including the infor-
mation gain approach, to determine the optimal subset of features to use in predicting 
bankruptcies among small- and medium-sized enterprises. They discuss the importance 
of the feature selection process in improving the performance of the prediction model. 
Using popular technical indicators as inputs to the SVM model, the authors of Henrique 
et al. (2018) predict the prices of various stocks in the Brazilian, U.S., and Chinese mar-
kets. The results show that SVM with a linear kernel performs better than other types of 
kernels. Another study (Nti et al. 2020) combines SVM with genetic algorithms (GAs) 
to examine the performance of two stocks from the Ghana stock market over the last 
11 years in forecasting 10-day ahead stock price movements.

The future direction of stock price movements has also been predicted using tree-
based ensemble methods (Basak et al. 2019). Several ensemble methods, including RF, 
XGBoost, bagging, AdaBoost, extra trees, and voting classifiers (Ampomah et al. 2020), 
have been applied to predict the prices of stocks trading on the NYSE, NASDAQ, and 
NSE. Extra trees provides the greatest average F1 score for all stocks in the sample, 
although each classifier achieves varying accuracy values for different stocks.

Among the various tree-based approaches, RF (Breiman 2001) has received consider-
able attention because it displays low variance, provides feature importance scores, and 
is applicable in both regression and classification problems. Based on 10 years of data 
on four companies, the authors of Patel et al. (2015) examine the overall performance of 
four prediction models, ANN, SVM, RF, and Naive Bayes, and find that RF outperforms 
the other models in terms of trend predictions. Another study (HongXing et al. 2022) 
applies a wide range of ML models to the highly volatile Pakistan stock market using 
13 years of data and concludes that RF is best suited for nonlinear approximations.
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RF can also be used as a feature selection technique, resulting in higher accuracy for 
price and return predictions. The study (Labiad et al. 2016) uses the mean decrease in 
impurity and mean decrease in accuracy provided by RF to select features to use in fore-
casting very short-term variations, i.e., 10 min in advance of the Moroccan stock market. 
The authors of Kumar et al. (2016) apply four feature selection techniques including RF 
to choose the best features among 55 technical indicators to use with PSVM to predict 
1-day ahead closing prices. For all selected datasets, RF-PSVM is the only hybrid model 
that outperforms the PSVM model in terms of accuracy. As a result, the RF model has 
consistently been a top predictive model in numerous stock market applications. Alter-
native feature selection methods are applicable to stock market prediction and other 
financial sectors. In Xu et  al. (2024), the authors apply the wrapper method and GAs 
to select features in assessing both profits and risks of credit scoring models for North 
American banks.

Another study applies a convolutional neural network (CNN) (Chandar 2022) method 
based on price charts converted from ten technical indicators extracted from histori-
cal data. The authors evaluate performance in terms of accuracy and F1 measures for 
companies listed on the NASDAQ and NYSE. To forecast short-term stock prices using 
price charts and stock fundamentals, the study (Liu et al. 2022) uses a deep neural net-
work (DNN) and concludes that price trends outweigh fundamental factors such as the 
price-to-earnings ratio in predicting future price movements. In Aasi et al. (2021), the 
authors apply a long short-term memory (LSTM) model to predict Apple’s closing stock 
price 1 week in advance using nine sentiment analysis features, including Google trends, 
tweets, and comments from SeekingAlpha’s news.

Hybrid models are among the most widely used ML techniques for forecasting stock 
prices because they produce more accurate results compared to individual approaches. 
Instead of using a single data set, the authors of study (Chen et al. 2022) clusters stock 
prices of 16 listed banks using K-means clustering to find banks with similar price pat-
terns. They then train an LSTM model based on the clustered data. Their results show 
that the hybrid model of K-means and LSTM yields lower error values than the LSTM 
model with a single bank of data. The study (Srivinay et al. 2022) also proposes a hybrid 
stock prediction model using the prediction rule ensembles (PRE) technique, which cre-
ates a set of prediction rules to produce various decision trees based on logical state-
ments and the DNN method. The authors use moving average technical indicators as 
inputs and the average values from the PRE and DNN prediction models as the final pre-
dictions. They obtain lower RMSE values for the Indian stock market and conclude that 
the proposed hybrid model is superior to the DNN and ANN individual models.

A previous study (Chen et al. 2020) compares the RF, SVM, and ANN methods in pre-
dicting the return of the S&P 500 index. The authors use 10 technical indicators as inputs 
and apply each ML method to make predictions. Of the three approaches, RF produces 
the best results with respect to both daily returns and cumulative returns over the entire 
sample period, 2014 to 2018. Another study (Krauss et  al. 2017) applies RF, gradient-
boosted-trees, DNN, and an ensemble of these models to perform a binary classification 
of 1-day ahead simple returns of all stocks in the S&P 500. The authors train each model 
using 1-year lagged returns for each stock in the index, then predict their 1-day ahead 
returns. They find the proposed ensemble approach outperforms all of the individual 
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models in terms of accuracy. The authors of Fischer and Krauss (2018) apply LSTM to 
a binary classification problem in forecasting 1-day ahead returns for all of the stocks 
in the S&P 500. Using data from 1992 to 2015, they compare LSTM to other ML meth-
ods including DNN, logistic regression classifier, and RF. In Gaspareniene et al. (2021), 
the authors predict the monthly value of the S&P 500 index using the decision tree, RF, 
and feedforward neural network methods. They find that RF is 19% more accurate than 
a baseline model that uses linear regression. By combining fundamental and technical 
data, one study (Singh Khushi 2021) predicts the direction of changes in closing prices 
for the S&P 500 stocks by 1% up to 10 days in the future.

The majority of existing studies attempt to predict closing prices or simple returns on 
an hourly, daily, weekly, or monthly basis, applying a variety of forecasting models, data-
sets, and evaluation criteria. We observe that with respect to applying ML predictive 
models to stock markets, RF and SVM are the most widely applied forecasting methods 
because of their flexibility in both classification and regression problems. RF is one of 
the most popular methods as it performs well in terms of prediction results due to its 
favorable characteristics including generalizability, simplicity, robustness, and low vari-
ance. In this study we focus on predicting relative returns, i.e., the difference between the 
return for an individual stock and the return of the market index, rather than absolute 
prices or returns. Therefore, we examine how well an ML method can forecast future 
relative returns using previous relative returns as inputs to the ML model. We show that 
ML-based classification is superior to random stock selection using all S&P 500 compa-
nies for the period 2017–2022.

Data and methods
Problem definition

We describe a two-class classification problem in which we aim to identify stocks that 
will generate a relative return above a certain threshold (2%) within a certain period of 
time (ten trading days, referred to as the horizon). We train stock-specific and time-
specific classifiers using feature vectors composed of relative returns. Then, we use each 
classifier to predict whether the corresponding stock will experience a relative return 
greater above the 2% threshold over the following ten days (class 1), or not (class 0).

Definitions and computation of features and feature vectors

We obtain daily closing prices for the 505 stocks in the US S&P 500 index for the 5-year 
period from January 01, 2017 to January 01, 2022 from Yahoo Finance (https:// finan ce. 
yahoo. com/). We used 494 stocks in our experiments because our data source did not 
offer prices for 11 stocks before 2020. Examples of S&P 500 companies in different sec-
tors are shown in Table  1. The original datasets include the date, the open, high, low, 
and closing prices, and trading volume. Previous studies (Rana et al. 2019; Al Wadi et al. 
2018) show that closing price is the most significant among these inputs, and we also use 
closing prices to compute features in our study.

In stock market forecasting, different types of inputs have been used, including 
previous price values, technical indicators derived from those previous price values, 
and fundamental indicators. Deciding which type of input to use is a key aspect of 
making successful predictions. In this study, we explore how effectively previous 

https://finance.yahoo.com/
https://finance.yahoo.com/
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relative returns over various time periods, such as a day, week, month, quarter, and 
year, can predict future relative returns. We define and compute the returns of an 
individual stock at time i relative to time i − k as follows:

where P (i) is the closing price of the stock at time i (current day) and P (i − k) is the clos-
ing price of the same stock at some previous day i − k, k = 260, 180, 150, 120, 100, 80, 60, 
40, 20, 15, 10, 5, and 1.

We also use Eq. 1 to compute the returns of the S&P 500 index, RSP (i,k). To relate 
changes in the returns of individual stocks to the rest of the market, we compute 
relative returns X (i,k) as the differences between stock and index returns:

We use 13 relative returns of a stock to form a 13-dimensional feature vector that 
characterizes this stock at time i for each value of k: X (i, 260), X (i, 180), X (i, 150), 
X (i, 120), X (i, 100), X (i, 80), X (i, 60), X (i, 40), X (i, 20), X (i, 15), X (i, 10), X (i, 5), 
and X  (i, 1). Table 2 shows examples for one stock. We use such feature vectors as 
inputs to a trainable classifier for a stock using a machine learning approach.

(1)R(i, k) =
P(i)− P(i − k)

P(i − k)
∗ 100

(2)X(i, k) = R(i, k)− RSP(i, k).

Table 1 Examples of stocks in different sectors of the S&P 500 index

No Sector Companies (symbol)

1 Industrials AOS, MMM, ALK, ALLE, …

2 Health care ABT, ABBV, ALGN, ABC, …

3 Information technology ADBE, ADP, AKAM, AMD, …

4 Communication services ATVI, GOOGL, CHTR, …

5 Utilities LNT, AES, AEP, …

6 Financials AON, BLK, COF, …

7 Real estate ARE, BXP, CCI, DLR, …

8 Consumer discretionary ETSY, EXPE, GM, …

9 Energy KMI, SLB, VLO, WMB, …

10 Consumer staples WMT, WBA, PEP, TAP, …

11 Materials LYB, NUE, SHW, …

Table 2 Feature vectors of the GOOGL stock

Each feature vector comprises 13 relative returns over different periods, ranging from 1 year X(i,260) to 1 day X(i,1)

No Date (current day i) X(i,260) X(i,180) … X(i,15) X(i,10) X(i,5) X(i,1)

1 2018-01-16 16.96 5.85 … 2.16 3.49 0.43 0.35

2 2018-01-17 17.59 4.76 … 2.12 2.17 0.5 -0.19

3 2018-01-18 16.40 4.20 … 2.19 0.94 0.51 -0.113

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
989. 2021-12-16 32.19 19.50 … − 0.44 − 0.96 − 2.18 − 0.48
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Definition and computation of the class labels

We assign a binary class label to each feature vector depending on the relative returns of 
the given stock over the 10 trading days following the current day. If one of the relative 
returns over the next 10 days is larger than the specified threshold d, we set the class 
label y(i) to 1; otherwise, it is set to 0:

Table 3 shows the proportion of class 1 labels assigned for various stocks using various 
values of threshold d. We use the average value of the observed proportion of class 1’s 
across all stocks and all trading days as an approximation of the probability p(1) of class 
1. We observe that p(1) decreases as d increases. For example, for d = 0.3%, p(1) = 0.77, 
while for d = 10%, p(1) = 0.06. For d = 2%, the two classes are roughly balanced, with 
p(1) = 0.49 and p(0) = 0.51. Therefore, to avoid machine learning problems typically 
associated with unbalanced classes, we use the value d = 2%.

The economic rationale for using a positive threshold d is to find a way to select stocks 
that outperform the index. Correctly predicting the class for a given stock on day t can 
be used as a signal to buy the stock if it is predicted to belong to class 1, to obtain a rela-
tive return d (d > 0) during the subsequent ten trading days. An investor who follows this 
rule may decide to sell the stock and lock in the relative return d as soon as the threshold 
d is reached, or keep the stock if it is again predicted to belong to class 1 on the day its 
relative return reaches the threshold d. Assuming the same fixed amount is invested in 
each stock predicted to belong to class 1, a system that always gives correct predictions 
would yield a total relative return across all stocks over a period of 10 days equal to the 
product p(1)d of p(1) and d. For example, if d = 0.3% and p(1) = 0.77, p(1)d = 0.231%, in 
this example, the proportion of investable stocks, i.e., p(1), is high but the relative return 
d per stock is low. In contrast, for d = 10% and p(1) = 0.06, p(1)d = 0.6%, the relative 
return per stock is high but the proportion of investable stocks is low. For d = 2% and 
p(1) = 0.49, p(1)d = 0.98%. The total relative return peaks around the value of d for which 
an approximate class balance is achieved, in our case d = 2%.

The value d for which an approximate class balance is reached is related to the time 
horizon, i.e., the number of trading days considered. The larger the number of trading 

(3)y(i) =
1, if max X(i + k , k = 1, 2, . . . , 10) > d;
0 else.

Table 3 Proportion p(1) of class 1 per stock as function of the return threshold d, p(0) = 1 − p(1)

We use the average value of the observed proportion of class 1 across all stocks and all trading days as an approximation to 
the probability p(1) of class 1

No Stocks p(1)
d = 0.3%

p(1)
d = 0.5%

… p(1)
d = 1.8%

p(1)
d = 2%

p(1)
d = 2.2%

… p(1)
d = 9.5%

p(1)
d = 10%

1 AMAT 0.82 0.80 … 0.62 0.61 0.59 … 0.12 0.11

2 BSX 0.79 0.75 … 0.50 0.48 0.44 … 0.02 0.02

3 CDNS 0.84 0.82 … 0.61 0.59 0.55 … 0.05 0.05

4 PHM 0.82 0.79 … 0.63 0.60 0.56 … 0.09 0.08

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
493 SIVB 0.80 0.77 … 0.62 0.60 0.57 … 0.14 0.13

494 ZTS 0.83 0.80 … 0.55 0.51 0.47 … 0.02 0.01

Average 0.77 0.74 … 0.52 0.49 0.47 … 0.06 0.06
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days over which the stock must reach a relative return threshold d, the larger the thresh-
old d needed to achieve a class balance. In our study, the threshold value d = 2% for 
which an approximate class balance is achieved is determined by the number of trading 
days we chose (i.e., 10 days).

Sliding window approach to training and testing

We divide the dataset into training and test sets using a sliding window approach (Fig. 1). 
For each stock, we use 12 consecutive months (253 consecutive trading days) to train a 
classifier. After a gap of ten trading days, we use the following month (21 trading days) to 
test that classifier’s performance. Data from 2017 are used to compute the feature vec-
tors and the first training period is from January 16, 2018 to January 16, 2019. The class 
labels depend on the relative returns over the next 10 days. Therefore, the first day of 
each test period starts 10 days after the last day of the corresponding training period. 
The first test period is from February 01, 2019 to March 04, 2019. After that, the win-
dow is shifted by 1 month and a new classifier is trained and then tested. This process is 
repeated 23 times, resulting in 483 predictions (= 21 * 23) for each stock in the S&P 500.

Random forest (RF) classifier

We use RF as a classifier, constructed as follows. For each training set, we generate mul-
tiple bootstrapped datasets, each one the same size as the training set, but using fea-
ture vectors randomly selected from the training set by row sampling with replacement. 
For each individual bootstrapped dataset, we grow a decision tree using that dataset and 
applying a random subset of features at each split until the tree is fully grown or a stop-
ping criterion is reached. For each RF we train, we use 1000 trees, with a maximum of 13 
features and a maximum depth of 5 per decision tree. We implemented the RF classifier 
in the scikit-learn environment (Pedregosa et al. 2011) in Python 3.7. For each stock, we 
train 23 random forests corresponding to the 23 positions of the sliding window. After 
training an RF for a given stock and position of the sliding window, we test its perfor-
mance for the corresponding test set. The class assigned to a certain feature vector by 
the RF is computed by a majority vote among the individual trees in the RF.

Fig. 1 A sliding window contains a block of 253 consecutive training days, followed by a gap of ten trading 
days, and a block of 21 trading days for testing. The window is shifted by 21 trading days (1 month) 23 times
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Support vector machines (SVM) classifier

We also apply an SVM as a classifier. For each training set, we construct an SVM clas-
sifier using the scikit-learn environment (Pedregosa et al. 2011). After training an SVM 
classifier for a given stock and position in the sliding window, we evaluate its perfor-
mance for a corresponding test set. We test SVM classifiers based on different kernel 
functions, including linear, radial basis function (RBF), and polynomial with a regulari-
zation parameter C = 1.0. We find that the kernel RBF produces the best results (higher 
accuracy values) for most of the stocks in our sample.

Long short‑term memory (LSTM) classifier

To consider the temporal sequence of the data, we apply the LSTM method as a clas-
sifier using the same training and test datasets used for the RF and SVM classifiers. To 
configure our LSTM network, we tune several important hyperparameters, including 
the number of units or hidden dimensions, LSTM layers, batch sizes, and the number 
of epochs (iterations). Our initial LSTM network setup consisted of a single layer with a 
small number of units and iterations. Subsequently, through a series of experiments and 
fine-tuning based on overall performance across all 494 stocks, we achieve the highest 
accuracy, precision, and recall by configuring the network with three LSTM layers (each 
comprising 260 units), two dropout layers with a dropout rate of 0.2, one Dense layer, a 
batch size of 64, an Adam optimizer, and a sigmoid activation function, training it for 
200 epochs. We develop the LSTM classifier using Keras, which is built on top of the 
Google TensorFlow library (https:// www. tenso rflow. org/).

Results
We use accuracy, precision, and recall to measure classification performance:

where TP = number of true positives, TN = number of true negatives, FP = number of 
false positives, FN = number of false negatives.

We compute values for A, P, and R for each stock, based on the 483 trading days used 
for testing and the 23 classifiers (RF, SVM, or LSTM) trained for that stock for the 21 
different positions of the sliding window. We compare the classification performance 
for RF and SVM and find that the two classifiers perform similarly for most stocks. 
We apply single-sided paired t tests to the set of values for ARF − ASVM, PRF − PSVM, 
and RRF − RSVM obtained for different stocks to test whether their means are positive. 
We obtain t =  − 1.93, p = 0.054 for accuracy, t = 2.2, p = 0.03 for precision, and t = 3.5, 
p = 0.0005 for the recall values. Regarding accuracy and precision, the p values are 

(4)A
(

accuracy
)

=
TP + TN

TP + TN + FP + FN

(5)P(precision) =
TP

TP + FP

(6)R(recall) =
TP

TP + FN

https://www.tensorflow.org/
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not small enough to conclude that either of the two methods performs better than the 
other. RF outperforms SVM in terms of recall (p = 0.0005). Therefore, we next com-
pare RF’s classification performance to LSTM and apply single-sided paired t-tests to 
the set of values of ALSTM − ARF, PLSTM − PRF, and RLSTM − RRF obtained for each stock 
to test whether their means are positive. We obtain t = 2.88, p = 0.004 for accuracy, 
t = 4.05, p = 5.8e−05 for precision, and t = 8.37, p = 6.04e−16 for recall values. There-
fore, across all three metrics (accuracy, precision and recall), the LSTM classifier 
demonstrates superior performance compared to both RF and SVM classifiers. We 
present the accuracy, precision, and recall values of the best classifier, LSTM, in the 
columns labeled ALST M, PLST M, and RLST M in Tables 6, 7, and 8, respectively.

Next, we compare the LSTM classification approach with a random choice (RC) 
classifier. For an RC classifier with probability p(1) of class 1, we can show that

where n is the number of trading days used for testing.
Substituting Eqs. 7–10 for TPRC, TNRC, FPRC, and FNRC in Eqs. 4–6, we obtain:

For p(1) = 0.49, we obtain:

Our sample period covers both 2019 (the year before the COVID pandemic), and 
2020 and 2021 (during the COVID pandemic). Therefore, we measure the perfor-
mance of the LSTM classification and the RC classifier independently for each year to 
analyze different market conditions and periods. We determine the values of p(1) for 
each of these years separately, as shown in Table 4.

Similarly, we determine values for accuracy, precision, and recall for each of these 
years (Table  5). The LSTM classifier achieves the highest values for 2020 and the 
lowest values for 2019. For the entire sample period from 2019 to 2021, the LSTM 

(7)TPRC = np(1)p(1)

(8)TNRC = n(1− p(1))(1− p(1))

(9)FPRC = np(1)(1− p(1))

(10)FNRC = np(1)(1− p(1))

(11)ARC = p(1)2 + (1− p(1))2

(12)PRC = p(1)

(13)RRC = p(1)

(14)ARC = 0.5001

(15)PRC = 0.49

(16)RRC = 0.49
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Table 4 The values of p(1) for each year, p(0) = 1 − p(1)

We use the average value of the observed proportion of class 1 across all stocks as an approximation to the probability p(1) 
of class 1

Year 2019 Year 2020 Year 2021 2019–2021

p(1) 0.43 0.57 0.48 0.49

Table 5 Mean accuracy, precision and recall values of LSTM classification and a RC classifier per year

The performance of LSTM classification was highest in 2020 and lowest in 2019

Year 2019 Year 2020 Year 2021 2019–2021

LSTM RC LSTM RC LSTM RC LSTM RC

Accuracy 0.51 0.51 0.53 0.51 0.52 0.50 0.52 0.50

Precision 0.43 0.43 0.58 0.57 0.50 0.48 0.503 0.49

Recall 0.52 0.43 0.58 0.57 0.58 0.48 0.56 0.49

Table 6 Accuracy values ALSTM for the LSTM classification and differences ALSTM − ARC for ARC = 0.5001 
of a random choice classifier with probability of class 1 p(1) = 0.49

The LSTM mean accuracy value ALSTM is larger than that of the random choice classifier (p = 8.46e−17)

No Stock ALSTM ALSTM − ARC

1 AMAT 0.59 0.09

2 BSX 0.57 0.07

3 ENPH 0.80 0.31

4 ETSY 0.64 0.14

5 LNT 0.48 − 0.02

⋮ ⋮ ⋮ ⋮
493 SIVB 0.59 0.09

494 ZTS 0.50 − 0.0001

Mean value 0.52 0.02

Pooled value 0.52 0.02

Table 7 Precision values PLSTM for the LSTM classification and differences PLSTM − PRC for PRC = 0.49 of 
a random choice classifier with probability of class 1 p(1) = 0.49

The LSTM mean precision value PLSTM is larger than that of the random choice classifier (p = 0.008)

No Stock PLSTM PLSTM − PRC

1 AMAT 0.71 0.22

2 BSX 0.46 − 0.03

3 ENPH 0.83 0.34

4 ETSY 0.73 0.24

5 LNT 0.39 − 0.09

⋮ ⋮ ⋮ ⋮
493 SIVB 0.66 0.17

494 ZTS 0.52 0.03

Mean value 0.503 0.012

Pooled value 0.51 0.02
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classification approach outperforms the RC classifier in terms of all mean values for 
accuracy, precision, and recall.

Tables 6, 7, and 8 show the mean values for accuracy, precision, and recall computed 
across all stocks as well as the “pooled values” computed from the values of TP, TN, FP, 
and FN across all stocks. The pooled values of ALSTM, PLSTM, and RLSTM across all stocks 
and test periods are larger than their counterparts ARC, PRC, and RRC for a random choice 
classifier. The same is true for the mean values of accuracy, precision, and recall.

To determine whether we can reliably claim that the LSTM classification approach 
outperforms the random choice classifier, we apply single-sided paired t tests to 
the sets of values of ALSTM − ARC, PLSTM − PRC, and RLSTM − RRC obtained for indi-
vidual stocks. We find that the means of these differences are positive with t = 8.63, 
p = 8.46e−17 for accuracy, t = 2.64, p = 0.008 for precision, and t = 12.57, p = 1.29e−31 
for recall. Thus, we can claim with very high confidence that the LSTM classification 
approach outperforms random choice classification regarding all performance meas-
ures (accuracy, precision and recall).

In Figs.  2, 3, and 4, box-whisker plots and histograms illustrate the distribution 
of accuracy, precision, and recall differences between an LSTM and a RC classifier 
across all stocks.

Table 8 Recall values RLSTM for the LSTM classification and differences RLSTM − RRC for RRC = 0.49 of a 
random choice classifier with probability of class 1 p(1) = 0.49

The LSTM mean recall value RLSTM is larger than that of the random choice classifier (p = 1.29e−31)

No Stock RLSTM RLSTM − RRC

1 AMAT 0.66 0.17

2 BSX 0.63 0.14

3 ENPH 0.96 0.47

4 ETSY 0.83 0.34

5 LNT 0.48 − 0.01

⋮ ⋮ ⋮ ⋮
493 SIVB 0.65 0.16

494 ZTS 0.59 0.1

Mean value 0.56 0.07

Pooled value 0.57 0.08

Fig. 2 Box-whisker diagram (left) and histogram (right) of the accuracy differences between LSTM and RC 
classifier. The number of stocks for which the accuracy difference is negative is 169. The mean difference is 
positive (t = 8.63, p = 8.46e−17)
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Conclusions
In this study, we use multiple historical relative returns as input features of RF, SVM, 
and LSTM classifiers to identify stocks that will generate relative (to the S&P 500 
index) returns that exceed a certain threshold (2%) within a certain period of time 
(time horizon of ten trading days). Our experimental results, obtained using data for 
494 of the S&P 500 stocks from January 2017 to January 2022 show that

• RF and SVM provide similar classification accuracy and precision. RF outperforms 
SVM in terms of recall (p = 0.0005).

• The LSTM classifier performs better than RF and SVM based on the mean values 
of accuracy, precision, and recall over all stocks.

• The LSTM classifier also outperforms a random choice classifier in terms of the 
mean values of accuracy, precision, and recall over all stocks, with corresponding 
t-statistics and p-values of t = 8.63, p = 8.46e−17 for accuracy, t = 2.64, p = 0.008 for 
precision, and t = 12.57, p = 1.29e−31 for recall.

• The extremely small p-values for accuracy, precision, and recall show the prob-
ability that the random walk hypothesis and efficient market hypothesis being true 
in the considered problem is negligibly small.

• ML classifiers that use previous relative returns as inputs offer advantages for 
stock picking over random selection.

Fig. 3 Box-whisker diagram (left) and histogram (right) of the precision differences between LSTM and RC 
classifier. The number of stocks for which the precision difference is negative is 228. The mean difference is 
positive (t = 2.64, p = 0.008)

Fig. 4 Box-whisker diagram (left) and histogram (right) of the recall differences between LSTM and RC 
classifier. The number of stocks for which the recall difference is negative is 145. The mean difference is 
positive (t = 12.57, p = 1.29  e−31)
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In future research, we will use different types of features, including various technical indi-
cators, in our analysis. We also intend to explore the impact of different training and test 
periods. Furthermore, we will extend our forecasting analysis to cover various training win-
dow sizes, time horizons, and return thresholds.
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