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Abstract 

Determining which variables affect price realized volatility has always been challeng-
ing. This paper proposes to explain how financial assets influence realized volatility 
by developing an optimal day-to-day forecast. The methodological proposal is based 
on using the best econometric and machine learning models to forecast realized vola-
tility. In particular, the best forecasting from heterogeneous autoregressive and long 
short-term memory models are used to determine the influence of the Standard 
and Poor’s 500 index, euro–US dollar exchange rate, price of gold, and price of Brent 
crude oil on the realized volatility of natural gas. These financial assets influenced 
the realized volatility of natural gas in 87.4% of the days analyzed; the euro–US dollar 
exchange rate was the primary financial asset and explained 40.1% of the influence. 
The results of the proposed daily analysis differed from those of the methodol-
ogy used to study the entire period. The traditional model, which studies the entire 
period, cannot determine temporal effects, whereas the proposed methodology can. 
The proposed methodology allows us to distinguish the effects for each day, week, 
or month rather than averages for entire periods, with the flexibility to analyze different 
frequencies and periods. This methodological capability is key to analyzing influences 
and making decisions about realized volatility.

Keywords: Deep learning, Heterogeneous autoregressive model, Long short-term 
memory model, Realized volatility, Volatility forecasting framework

Introduction
Energy has always been a focus of study worldwide, given its importance in people’s 
quality of life, global production, and environmental effects. Environmental effects and 
their consequent climate change are one of the main concerns in the sustainable devel-
opment of human society (Wang et al. 2017), and this requires commitments by various 
countries, governments, organizations, and companies to reduce energy consumption or 
pollutant emissions into the environment, mainly by reducing the use of energy sources 
that emit excessive  CO2.

In this context, renewable energies have gained relevance given that they are more 
environmentally friendly. Even so, fossil fuels represent more than 80% of the total 
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energy supply. Of the fossil fuels, natural gas (NG) has had greater importance in tran-
sitioning the world energy system and less influence on global climate change (Vidic 
et al. 2013). In fact, in recent decades, NG has been the fastest-growing primary energy 
source worldwide.

Price and its volatility are key factors influencing NG consumption and production. 
The importance of financial asset volatility stands out in studies by Anderson et  al. 
(2005), Herrera et al. (2018) and Wang et al. (2020a), mainly because it is a recognized 
proxy for risk. Following the subprime crisis, commodity prices have been especially vol-
atile. Knowing which variables influence NG price volatility supports better decisions. 
For example, we know that SPX volatility influences NG volatility, and financial reports 
indicate higher VIX forecasting. We can wait for an increase in NG price volatility and 
then decide whether to hedge or invest according to those forecasts. Furthermore, with 
the ability to handle and analyze high-frequency data, realized volatility has been defined 
and incorporates the intraday behavior of asset prices, which serves to better character-
ize risk. The consensus is that high-frequency models have outperformed low-frequency 
models in forecasting volatility (Lyócsa et al. 2021).

When assessing commodities associated with energy, most studies have focused on 
the volatility of crude oil. Given the importance that NG has acquired in recent times, 
studies that determine which variables or drivers influence NG price volatility are lack-
ing. This study fills that gap.

The main objective of this study is to determine the key variables that influence NG 
price volatility by adjusting models to find the best forecasting model for each period 
or frequency analyzed. For each day of the out-of-sample period, the model and vari-
ables with the highest precision will be determined. The models to be analyzed are linear 
(econometric) and nonlinear (machine learning). In this way, it will be possible to con-
clude the linearity or nonlinearity of the volatility of the realized behavior and the influ-
encing variables for the periods analyzed.

Following Degiannakis and Filis (2017), we use three information channels (stock, 
forex, and commodity) to determine the effects on the realized price futures volatility of 
NG. The financial assets used are the gold spot price (XAU), crude oil price (BRENT), 
Dow Jones Industrial Average, and the euro–US dollar exchange rate (EURO). Todorova 
et al. (2014) determined that volatility series of industrial metals contain useful incre-
mental information to improve the accuracy of forecasting nonferrous metal futures 
price volatility, which determines that the volatility of commodities explains the behav-
ior of the volatility of other commodities. These findings support the hypothesis that the 
volatility of the NG price can be explained by the volatilities of other commodities and of 
financial market indexes.

The classical econometric model, heterogeneous autoregressive (HAR), and the best 
machine learning model for forecasting time series, long short-term memory (LSTM), 
are used in the prediction analysis for volatility conducted on the price of NG. Then, 
mixing the best of econometrics and machine learning to predict realized volatility, we 
determine the best prediction per day. We use a nonlinear model to capture the complex 
patterns hidden in the linear models commonly used to forecast realized volatility.

The main innovation of this study is that it determines the influence of variables and 
nonlinearity of the realized volatility of the NG price through the most accurate model 
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for predicting realized volatility daily, weekly, or monthly. Moreover, the volatility pre-
diction is out-of-sample rather than in-sample, as is typical to determine variable influ-
ences. This is important because we are interested in predicting the future and not the 
past. The methodology’s focus relates to the forecasting power of the variables and mod-
els, leaving out the classical overfitting problem because the best model for each day, 
week, or month is assessed based on predictions, not training performance. Addition-
ally, this methodology allows influencer variables to be found and accounts for the gen-
eralization ability of the models more than simply explanations during adjustment or 
training periods.

The contribution made by this work is supported in two dimensions, theoretical and 
empirical. The first relates to the methodology. In particular, a new method is proposed 
for determining the variables that influence volatility. This methodology is based on 
dynamically determining the variables that affect volatility (through time) and observing 
their effects according to their forecasting capacity for the out-of-sample period. This 
proposed methodology also allows for analysis of the accuracy of the models in each 
period (daily, weekly, monthly, or another required study period). During each period, 
the goal is to determine the best model and determine the relevant variables that influ-
ence volatility and the degree of nonlinear volatility behavior. The second dimension of 
the contribution made by this study is in applying the proposed methodology to better 
understand the behavior of NG price volatility. This allows one to identify which varia-
bles influence NG price volatility and how the influence and intensity of variables change 
over time. It also allows one to understand the period in which volatility behavior is non-
linear and when it is more linear.

The results and conclusions of this study are relevant for NG exporting and importing 
countries, electricity-generating companies, government policymakers and authorities, 
commodities investors, NG producers, traders, and consumers, and portfolio and risk 
managers.

The rest of the paper is structured as follows. Sect.  "Literature review" reviews the 
existing literature. Sect.  "Methodology and data" details the proposed methodology 
and the descriptive statistics of the variables. In Sect. "Analysis of results", the obtained 
results are analyzed.

Literature review
Much evidence exists about the relationships between energy commodity prices, 
returns, and volatilities and financial indices, stock markets indices, and commodi-
ties. Primarily, a spillover, connectedness, or contagion effect is defined to charac-
terize how prices, returns, and volatilities are affected. Regarding volatility and 
relationships among volatilities in commodity prices, Bouri et  al. (2021) analyzed 
dynamic connectedness among the realized volatilities of 15 commodities. The results 
showed strong and moderate levels of volatility connectedness among commodities, 
and in some cases, evidence of a high proportion of realized volatility explained by 
the realized volatility of another commodity. Kumar et  al. (2021) analyzed the rela-
tionships among NG, crude oil, gold prices, exchange rates, and a stock market index. 
They obtained evidence of a short-term, dynamic relationship among prices in energy, 
stock, and exchange rate markets. Asadi et  al. (2022) studied volatility spillovers 
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within crude oil, NG, coal, stock, and currency markets in the USA and China, apply-
ing methodologies based on time and frequency. The results showed low total con-
nectedness among energy, stock, and currency markets.

A key relationship studied within energy markets is spillover between oil and NG 
markets. Lovcha and Perez-Laborda (2020) demonstrated the dynamic volatility con-
nectedness between oil and NG and how it changed over time. In addition, some 
studies have extended the variables to stock and financial markets. Stoupos and Kio-
hos (2021) found strong long-term dynamics between energy and developed stock 
markets. Liang et al. (2021) used GARCH-MIDAS to forecast US NG futures, finding 
that equity market volatility and geopolitical risk are two critical variables for fore-
casting. Caporin et  al. (2019) analyzed relationships between the SPX and futures 
prices. The results showed relationships between the stock market and oil, NG, and 
ethanol price futures. Lin and Li (2015) found that gas prices are cointegrated with 
Brent crude oil prices, showing a long-term relationship and a price spillover from 
crude oil to NG markets.

For realized volatility forecasting, Lyócsa and Molnár (2018) found that HAR was 
the best econometric model for forecasting the realized volatility of NG. Recently, 
Alfeus and Nikitopoulos (2022) demonstrated that the HAR model can forecast the 
realized volatility of NG for daily and weekly frequencies. On the machine learning 
model side, Srivastava et al. (2023) showed the success of machine learning, particu-
larly the LSTM-GJR-GARCH(1,1) with hyperparameter tuning, in forecasting the 
price volatilities of significant natural resources. Herrera et al. (2019) compared the 
forecasting performance of traditional econometric models with machine learning 
methods for the main energy commodities; the results showed that machine learn-
ing methods outperform traditional econometric methods, including for NG. Čeperić 
et  al. (2017) forecast NG prices through classical time series models and machine 
learning methods, comparing the performance of time series and machine learning 
methods; they found that machine learning models performed better. Lyócsa et  al. 
(2021) found that high-frequency volatility models outperformed low-frequency 
volatility models for short-term forecasts. Baruník and Křehlík (2016) used machine 
learning models and high-frequency data to improve the accuracy of forecasting 
energy market volatility. In the case of oil price volatility forecasting, in recent years, 
some studies have addressed the challenge and shown the importance of the issue (Jin 
et al. 2022; Song et al. 2022; Li et al. 2021; Luo et al. 2022a; Alfeus and Nikitopoulos 
2022; Qu and Li 2023).

Rachal (2021) and Gao et  al. (2021) addressed the challenge of forecasting NG 
prices by analyzing different models and giving flexibility to time-varying param-
eters but keeping the variable set fixed. There is no dynamic influence analysis of the 
variables. The conclusion is that the time-varying model is better for forecasting the 
price of NG. These conclusions support the idea of having hyperparameter flexibil-
ity over time. Our proposed methodology allows both the model and the parame-
ters to change over time. Nevertheless, according to Armstrong (2001), no forecast 
method is always better than others; each has advantages and disadvantages. Time 
series dynamics require different models for different times. For this reason, our pro-
posed methodology provides the flexibility to choose the best model for each day. 
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Econometric models require that the time series studied are stationary, regular, and 
linear; however, realized volatility time series are usually complex, irregular, or non-
linear, or they have dynamic and random characteristics (Wang et al. 2018).

The proposed methodology for this study consists of two stages, training and fore-
casting. The data are separated into two groups, the first for training (in-sample) and 
the second (out-of-sample) for forecasting and thus analyzing the effects of the selected 
variables on the realized volatility of NG. The training is conducted for the two primary 
realized volatility prediction models, HAR (econometric) and LSTM (machine learning). 
For each model, a grid of parameters and variables is defined that includes independent 
variables in the econometric model and input variables in the machine learning model. 
The characteristics of the parameters of each model configuration allow us to infer and 
interpret variable influences on the realized volatility of NG and aspects of long memory 
and nonlinear behavior. With the model optimized during training for each configura-
tion defined within the grid, its out-of-sample forecasting capacity is analyzed. The main 
difference from previous studies is that the effects of the studied variables on realized 
volatility can be determined dynamically, with the ability to discriminate the effects of 
influences having different time frequencies. With traditional methodologies, variable 
influences are usually obtained by the best in-sample configuration or the model that 
best predicts the complete out-of-sample period. With the proposed methodology, it 
is possible to obtain a dynamic analysis of influences and characterizations of the time 
series of realized volatility daily, weekly, and monthly. This capacity is fundamental since 
it is based on the fact that variables can change their influence on realized volatility over 
time, a condition that traditional methodologies assume is constant. Additionally, it has 
the flexibility to change the model to forecast over time, its parameter or hyperparam-
eter configuration, and different sets of independent or input variables.

Most previous studies used econometric models to analyze spillover and relationships, 
because with machine learning, it is not easy to determine influences. With the pro-
posed methodology, the influence of variables can be determined by applying machine 
learning models.

Methodology and data
In this study, we want to test models from both econometric and machine learning 
approaches, as both have achieved great results in forecasting problems, especially those 
that are financial in nature. The volatility of financial series is important for investment 
and hedging decisions; therefore, determining the drivers that generate or explain vola-
tility is essential. A primary characteristic of financial time series volatility is its hetero-
geneity, the influence of lagged short-, medium-, and long-term volatility, and volatility 
clusters. These characteristics suggest that a single volatility forecasting model does 
not exist for forecasting volatility over an entire analysis period but that the best model 
may vary over time. For this reason, many studies, as analyzed in the literature review, 
address financial series volatility prediction with econometric models, machine learning, 
and hybrid models.

According to recent literature (Lehrer et al. 2021; Liu and Lee 2021; Luo et al. 2022a, 
b; Qiu et al. 2019; Audrino et al. 2019), the HAR model is one of the best econometric 
approaches for forecasting realized volatility, as it offers excellent performance and is 
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easy to interpret. One drawback of using the HAR model, however, is that it is a lin-
ear approach, which could lead to biased results if the analyzed period has nonlinear 
characteristics. For this reason, we also analyze a machine learning approach, the LSTM 
network, to forecast volatility. LSTM is NN with a recurrent state, which allows its to 
identify time patterns in the data. The LSTM neural network model is a widely used 
approach in various sequence tasks and achieves excellent performance in vision, text, 
and time series. Although both models provide excellent results, our methodology could 
also be used with other approaches, which could lead to future studies.

Realized volatility (RV) is a volatility measurement based on intraday data with a 
particular frequency that could be in minutes or hours (Andersen and Bollerslev 1998; 
Patton 2011). Although estimates for RV differ depending on the problem, our study 
considers RV as presented in Eq. 1:

where rt is the high-frequency return—in this case, every 5 min—and T is the number of 
high-frequency periods in a day.

The first econometric models developed to model and forecast volatility were the 
ARCH models developed by Engle (1982). These models were later generalized through 
the GARCH model by Bollerslev (1986). With the greater availability of high-frequency 
data and the definition of volatility carried out, the HAR model by Corsi (2009) was 
developed. The superiority of HAR models over other econometric models for forecast-
ing volatility has been demonstrated in various studies of realized volatility (Andersen 
et al. 2007; Busch et al. 2011; Fernandes et al. 2014; Corsi and Reno 2012; Bekaert and 
Hoerova 2014; Santos and Ziegelmann 2014; Celik and Ergin 2014; Seo and Kim 2015; 
Vortelinos 2017; Bergsli et al. 2022).

The HAR model can be interpreted economically and is given by Eq. 2:

where RV (f )
t  is the realized volatility computed by the mean of the last f days of the pre-

vious t; ( d ) refers to the daily frequency, ( w ) to the weekly frequency, and ( m ) to the 
monthly frequency, or they may refer to realized lagged volatility at 1 day, 5 days, and 
22 days. This model is usually estimated using ordinary least squares.

Machine learning models have broken into volatility forecasting studies. In the first 
stage, artificial neural networks were used to forecast volatility (Donaldson and Kamstra 
1996, 1997; Hamid and Iqbal 2004; Kristjanpoller et al. 2014; Monfared and Enke 2014; 
Kristjanpoller and Minutolo 2016; Seo and Kim 2020; Bucci 2020, among others). Given 
the importance of forecast feedback and persistence in periods of volatility, the recur-
rent neural network (RNN) was used to forecast volatility (Tino et al. 2001; Bekiros and 
Georgoutsos 2008; Hsieh et al. 2011; Maknickiene et al. 2018; Petneházi and Gáll 2019; 
Bucci 2020).

Finally, LSTM is a widely used neural network model for analyzing time-dependent data. 
Hochreiter and Schmidhuber (1997) introduced LSTM, corresponding to the RNN type. 
The LSTM explicitly avoids long-term dependency by remembering information over long 

(1)RV t =

T

t=1

rt
2

(2)RV t+1 = β0 + βdRV
(d)
t + βwRV

(w)
t + βmRV

(m)
t + εt
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periods. Various studies have demonstrated the superiority of LSTM models for forecasting 
volatility. Jiang et al. (2019) demonstrated the superiority of LSTM models over traditional 
RNNs. Rodikov and Antulov-Fantulin (2022) demonstrated that LSTM models are superior 
to econometric models. Mücher (2022) determined the superiority of LSTM models over 
HAR and ARIMA in improving forecasts of the realized volatility of IBM stock. Yuyan et al. 
(2023) showed that LSTM is better than other artificial intelligence models at predicting 
realized volatility and that hybrid LSTM and HAR models have the best forecast accuracy. 
Li et al. (2023) demonstrated that the forecasting performance of the LSTM-based model 
is better than the GRU-based model for predicting realized volatility in the energy stock 
market.

LSTM is a specific type of RNN structure that addresses the learning of long-term rela-
tionships resulting from exponentially increasing or vanishing gradients (Bengio et  al. 
1994). The main operation of LSTM is through gates that regulate the flow of information 
and thus maintain the necessary history to carry out accurate temporal modeling of the 
analyzed data. Let Xt be an array of explanatory variables indexed by time and Yt be the 
variable of interest. Figure 1 shows the general operation of LSTM (Greff et al. 2016). The 
main feature of LSTM is that it works with internal modules to perform calculations that 
allow time trends to be recognized. Mathematically,

(3)ft =
(
Wf [Yt−1,Xt ]+ bf

)

it = (Wi[Yt−1,Xt ]+ bi)

C̃t = tanh(WC [Yt−1,Xt ]+ bC)

Ct = ft · Ct−1 + it C̃t

ot = (Wo[Yt−1,Xt ]+ bo)

Fig. 1 Diagram of long short-term memory (Greff et al. 2016)
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where σ is the sigmoid function and tanh is the hyperbolic tangent function, ft is the 
value of the forget gate, it is the input data for the next cell, and ot is the value of the out-
put gate.

The central idea is to pass information from period to period. A gate controls this 
handover with weights that must be learned. LSTM cell information is stored as a vari-
able  (Ct).

The interaction of LSTM cells enables LSTM to model time series with a high degree 
of nonlinearity and capture long-term dependencies in the data.

To determine the accuracy of model predictions and for performance analysis, three 
loss functions are used: mean squared error (MSE), root mean squared error, and mean 
absolute error (MAE). The formula for each function is detailed below:

Proposed analysis model

The proposed methodology to determine the effect of the main financial assets on the 
realized volatility of NG consists of predicting the realized volatility with the widely used 
forecasting models of the econometric and machine learning approaches (see Fig. 2).

Specifically, we fit different models with various configurations, and each day, we 
analyze the models to determine which had the best forecasting performance. This is 
done for each type of model, described as econometric and machine learning models. 
We analyze the HAR and LSTM models for each category, as they seem to be the best-
performing approaches for forecasting realized volatility, as indicated by the literature 
review. The main idea of this work is to analyze the daily, weekly, and monthly impacts 
of models and variables. For the first part, we set various configurations for each model 
considered for testing. For the second part, we analyze input variable combinations that 
could influence the final forecast, leading to more models (Fig. 2).

The steps of the proposed methodology are.

 (1) Select the main and explanatory variables according to the literature review and 
available frequency of data.

 (2) Extract the high-frequency price data for the selected explanatory variables for 
the analyzed period.

Ŷt = ot • tanh(Ct)

(4)MSE =
1

N

N∑

1

(Yt − Ŷt)
2

(5)RMSE =

√√√√ 1

N

N∑

1

(Yt − Ŷt)
2

(6)MAE =
1

N

N∑

1

∣∣∣Yt − Ŷt

∣∣∣
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 (3) Compute the log return for each period (for example, every 5 minutes). For each 
day, compute the realized volatility according to Eq. 1.

 (4) Extract natural gas high-frequency price data for the analyzed period.
 (5) Compute the log return for each period (for example, every 5 minutes). For each 

day, compute the realized volatility according to Eq. 1.
 (6) The HAR model is adjusted for different configurations for the training period.
 (7) The HAR model with explanatory variables is adjusted for different configura-

tions for the training period.
 (8) The LSTM model is adjusted for different configurations for the training period.
 (9) The LSTM model with explanatory variables is adjusted for different configura-

tions for the training period.
 (10) All the models estimated in steps 5, 6, 7, and 8 are used to forecast the out-of-

sample realized volatility.
 (11) The model with the lowest error for the realized volatility forecast is selected for 

each day of the out-of-sample.
 (12) Given the best model for each out-of-sample day, analyses are conducted on the 

linearity of realized volatility behavior, the effects of explanatory variables, and 
the effects of long and short memory.

 (13) To conduct the weekly and monthly analyses, the best model for each day of the 
week or month, respectively, is taken as a basis. A linearity analysis is then con-
ducted on realized volatility behavior, the effects of explanatory variables, and 
the effects of long and short memory.

Four possible rolling window sizes are used to configure the HAR model: 700, 1000, 
1400, and 2100 days. The various LSTM models are optimized according to the grid of the 
number of layers, neurons per layer, number of lags, and rolling window lengths (Table 1).

Fig. 2 Diagram of proposed methodology
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The HAR model has 20 variable combinations for each configuration. One combina-
tion is solely the lagged values of the realized volatility of NG, four are separate combi-
nations of the realized volatility of each financial asset, and the remaining fifteen are all 
possible combinations of the grouping of the four financial assets. Thus, the HAR model 
has 80 forecasts for each forecast day.

Each forecast is treated as an individual model for the variable importance analysis.
The LSTM model uses 16 variable combinations: a combination of only the lagged val-

ues of the realized volatility of NG and 15 combinations of all possible combinations of 
the four financial assets. Therefore, the LSTM model has 3840 forecasts each day.

Unlike the analysis of the HAR models, here we preprocess the 3840 models and deter-
mine the best according to the variable combinations and the number of layers, resulting 
in only 64 valid models for comparison. Thus, adding these to the possible HAR combi-
nations, we will analyze 144 models to determine which is best on each forecast day.

Finally, we extract the financial assets associated with the best model for each day to 
determine the most influential variables in a disaggregated manner. This helps to better 
understand the key drivers in forecasting NG, as we hypothesize that no variable per-
sistently provides the best explanations over the entire forecasting period. Moreover, 
a primary contribution is to determine the influential dynamics of financial assets on 
NG given the best model between the econometric and machine learning approaches. 
The day-to-day analysis clarifies the most influential variables not based directly on the 
model used but rather on the best-performing approach to forecasting.

Data description

The NG price is the main variable in this study. This variable is characterized by the NG 
continuous contract future, and the price is expressed in US dollars per MMBtu. The 
criteria for selecting explanatory variables are the economic relationship and high-fre-
quency data availability. Following Degiannakis and Filis (2017), Kumar et al. (2021), and 
Asadi et  al. (2022), the explanatory variables were selected from the stock, forex, and 
commodities markets. The explanatory variables used are the XAU in US dollars, the 
BRENT futures price, the Standard and Poor’s 500 (SPX), and the EURO. The XAU was 
selected because gold is used as a refuge in crisis periods and is a predictor of poor eco-
nomic performance. The SPX was chosen because it is a good predictor of US and world 
economic performance. The EURO can serve as a buffer against or dampen the effects of 
inflation when energy prices rise. BRENT is an energy alternative to NG for two reasons: 
substitution and comovement in economic trends.

Table 1 Hyperparameters of long short-term memory (LSTM) configuration

Hyperparameter Values

Number of layers 1, 2, 3, 4

Neurons per layer 20, 40, 60, 100, 150

Number of lags (days) 3, 6, 10

Window length (days) 700, 1000, 1400, 2100
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All the high-frequency data of these variables were extracted from  www. dukas copy. 
com. These variables were sampled at 5-min intervals to compute the daily realized vola-
tility. For each variable, the realized volatility was calculated according to Eq. 1.

The period analyzed is from September 3rd, 2012, to January 31st, 2022 (977,497 intra-
day observations and 2724 daily observations, excluding nonwork days). Of the total 
analysis period, the last 2 years will be the prediction period to determine the variables 
that influence NG price volatility. This period is from February 4, 2020, to January 31, 
2022, which contains 619 days of transactions.

Figure  3 shows NG price evolution for the entire period. In February 2014, a price 
peak was observed, exceeding $6.40 (USD) per MMBtu. Then the price began to decline, 
reaching a valley of lower prices between the end of 2015 and the beginning of 2016. 
Subsequently, the price rose and remained around $3 (USD) per MMBtu for some years. 
Toward the end of 2018, the price peaked above $4.50 (USD) per MMBtu; it later fell 
into a valley low in early 2020. Afterward, an upward trend began, peaking above $6 
(USD) per MMBtu toward the end of 2021 and then falling. Brent oil had the most simi-
lar price behavior relative to NG price evolution. All the other variables had different 
price behaviors during the studied period (Appendix 2).

EURO had a period of high prices until mid-2014, when it fell into a channel until 
the end of 2017, where it exceeded 1.20 USD. It then returned to the same channel 
range until the end of 2020 and the beginning of 2021, when it again exceeded a value 
of 1.20 USD. The SPX had an upward trend throughout the analyzed period, increas-
ing its value by approximately three times. A sharp drop can be observed in March 
2020 due to the start of the COVID-19 pandemic. The price of Brent oil started the 
analysis period at a high value until mid-2014, at more than 100 USD per barrel. Then 
it experienced a strong downward trend until the end of 2015; subsequently, its price 
recovered, reaching a peak at the end of 2018 before beginning to fall, reaching its 
minimum value in that period when the pandemic began. The price of gold began the 
study period in decline until mid-2013, and remained relatively stable until the third 

Fig. 3 Natural gas (NG) price evolution

http://www.dukascopy.com
http://www.dukascopy.com
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quarter of 2018. At that point, an upward trend began, reaching a price peak in mid-
2020 and then maintaining prices of around 1800 USD per ounce.

Figures 4 and 5 show NG volatility clusters in 2016, at the end of 2018, and in the 
last 2 years of the study. The COVID-19 pandemic influenced this last period. All the 
explanatory variables had a volatility peak at the beginning of COVID-19 (03-2020), 
but they showed different volatility behaviors during the rest of the period.

The average NG price during the study period was 3.11 USD per MMBtu, while the 
realized volatility was 0.078%. During the entire period, the price fell to nearly half 
the average, and its maximum doubled the average price (Table 2). The standard devi-
ation of return and volatility are much higher than the average, showing high price 

Fig. 4 Natural gas (NG) price return evolution

Fig. 5 Natural gas (NG) price realized volatility evolution



Page 13 of 32Kristjanpoller  Financial Innovation           (2024) 10:45  

volatility. For its part, EURO is the variable with the least volatility during the period, 
while the Brent oil variable has the highest volatility (Appendix 1).

Analysis of results
The influence of EURO, gold, Brent crude, and SPX prices on NG price volatility was 
analyzed for the February 4, 2020, to January 31, 2022, period; the linear relationship 
(HAR) explained more days than the nonlinear one (LSTM). For the 619 days analyzed, 
the HAR model provided the best forecast (least daily error) for 367 days (59%), whereas 
the LSTM model provided the best forecast for the other 252 days (41%). In the case of 
the best forecasts predicted by HAR, 41% corresponded to the model with the short-
est training window (700  days) and 31% to the second-shortest adjustment window 
(1000 days). In 72% of cases, the best forecast was made with a short memory. In the case 
of the best forecasts made by LSTM in 109 days, the best training window was 700 days, 
and in 42 days, it was 1000 days, with 59.9% being small windows (Table 3). Therefore, 
independent of the model, on 67% of the days, the model was fitted with a small training 
window showing a short memory for training and forecasting.

In the case of nonlinearity, better forecasting with LSTM occurred in 70.2% of cases 
but with one or two layers showing low nonlinearity. However, in 71.4% of the cases, a 
high number of neurons per layer showed a high information-processing requirement, 
which generates higher nonlinearity.

When analyzing the influence of the variables, the results show that in 78 of the 
619 days analyzed (12.6%), the best model only used lagged NG volatility values. How-
ever, in 87.4% of the observations, the variables used as exogenous improved the forecast 

Table 2 Descriptive statistics of natural gas (NG) price, return, and realized volatility

Natural gas (NG)

Price Return (%) Realized 
volatility 
(%)

Mean 3.1077 0.0266 0.0783

St. deviation 0.8413 2.7582 0.2480

Median 2.9211 − 0.0441 0.0459

Min 1.5280 − 16.9456 0.0000

Max 6.3993 31.7281 11.9986

Table 3 Results of best forecasting with the long short-term memory (LSTM) model

Q is the number of layers, neurons per layer, and lags. L is the length of the windows to train. Obs is the days when the LSTM 
was the best model with this configuration

Number of layers Neurons per layer Number of lags Window size

Q Obs Perc (%) Q Obs Perc (%) Q Obs Perc (%) L Obs Perc (%)

1 66 26.2 20 23 9.1 28 51 20.2 700 109 43.3

2 111 44.0 40 36 14.3 30 138 54.8 1000 42 16.7

3 36 14.3 60 13 5.2 37 63 25.0 1400 23 9.1

4 39 15.5 100 27 10.7 2100 78 31.0

150 153 60.7
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of the best model built only based on the autoregressive terms of the volatility of NG. In 
the case of the best models with only the autoregressive terms of the volatility of NG in 
82.1%, it was through an LSTM model. Figure 6 shows that in the period of low volatility 
between February and September 2021, the best model for predicting volatility is HAR.

The results of the effect of financial assets on NG volatility are presented in Table 4. 
EURO explained NG volatility on 55.3% of the days where there was interference from 
exogenous variables. In comparison, Brent oil and the SPX explained volatility for 38.1% 
and 36.2%, respectively. When the daily effect was standardized by dividing by the num-
ber of variables that influenced each day, EURO continued to maintain a high capacity 
for explaining NG volatility. This result showed that for several days, EURO was the only 
explanatory variable that explained realized volatility, unlike the other variables. For this 
reason, the standardized percentage of the other variables dropped proportionally more.

In Fig. 7, the effects of EURO and SPX are established mainly with the HAR model, 
with nearly 50% of the standardized effects. In the case of the LSTM model, the most 
significant standardized effect is with Brent oil. Figure 8 shows the high concentration of 
the EURO effect at the beginning of 2020 and March-September 2021. This last period is 
related to a cluster of low volatility in the NG price. Both Brent oil and the SPX had a sig-
nificant effect in 2020, but by 2021 their effects began to get smaller. In the case of gold, 
its effects are clustered and spaced over time.

As seen in Table  5, for periods of low realized volatility, the best predictor was the 
HAR model (98.7%). The main variable to explain the realized volatility was the EURO 
with 134.0 standardized effects (87.0%). In the second quartile, the HAR models have a 

Fig. 6 Evolution of the best model in the study period daily analysis. Note Red filled circle indicates the best 
model for each day; dark blue filled circle represents realized volatility of the Natural Gas

Table 4 Effect of financial assets on natural gas volatility

Days correspond to the number explained by the Natural Gas volatility. Standardized refers to days standardized by the 
number of variables explained each day

Days effect Standardized effect

BRENT 206 38.1% 111 20.4%

EUR 299 55.3% 217 40.1%

XAU 159 29.4% 87 16.1%

SPX 196 36.2% 126 23.4%
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Fig. 7 Financial asset effects by models (standardized). Note The red area indicates the Brent effect, the 
purple area indicates the Euro effect, the blue area indicates the Gold effect, and the green area indicates the 
Standard and Poor’s 500 effect. The dark colors are the cases for HAR models, and the light colors for LSTM

Fig. 8 Evolution of the financial asset effect on natural gas volatility in the study period daily analysis. Note 
Red filled circle indicates the Brent effect, purple filled circle indicates the Euro effect, light blue filled circle 
indicate the Gold effect, and light green filled circle the Standard and Poor’s 500 effects; dark blue filled circle 
repersents the realized volatility of the Natural Gas

Table 5 Model and financial asset effects on natural gas volatility by realized volatility quartile

RVQ is the Realized Volatility Quartile, and the effects are the standardized effects. AR refers to the lagged Natural Gas 
realized volatility

RVQ N HAR LSTM AR BRENT EUR XAU SPX

1 154 152 2 7 6.2 134.0 4.5 2.3

2 155 125 30 2 39.5 28.2 35.7 49.7

3 155 24 131 18 36.8 33.6 32.1 34.6

4 155 66 89 51 28.1 21.1 15.1 39.8
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high capability to forecast the NG realized volatility (80.6%). The financial assets had a 
similar standardized effect in the third quartile, but in the highest volatility quartile, the 
SPX had a stronger influence. For the two quartiles of high volatility, the LSTM model 
showed the best accuracy, indicating that nonlinearity is recommended to predict high 
volatility.

Finally, the effects are classified by model and realized volatility quartile (Table 6). 
The combination of the HAR model and EURO in the lowest volatility quartile best 
explains the NG volatility. In the second volatility quartile, EURO had a lower effect, 
and SPX had a stronger influence on explaining the realized volatility of NG. LSTM 
dominates the third quartile, and the influence of the financial assets is similar. In the 
highest volatility quartile, two combinations in high proportion explain the realized 
volatility of NG: the LSTM-AR (31.6%) and the HAR-SPX (22.9%).

The analysis was carried out monthly and weekly to complement the results 
obtained in the daily analysis and demonstrate the flexibility of the proposed meth-
odology. It can be seen in Fig. 9 that from 2020 to September 2021, in months of low 
realized volatility, the HAR model is the best, whereas in months of high realized vol-
atility, it is the LSTM model. Subsequently, from October 2021 to January 2022, there 
is an intercalation between the models, with no explicit high- or low-volatility behav-
ior in this period. These findings are confirmed in the weekly analysis (see Fig. 10). In 
some weeks within months of high volatility, the HAR model was the best, coinciding 
with weeks of low realized volatility. In the monthly analysis for those months, the 
best model was LSTM, but when seeing 1 or 2 weeks of low volatility weekly, the best 

Table 6 Financial asset effects on natural gas volatility by realized volatility quartile and model

RVQ is the Realized Volatility Quartile, and the effects are the standardized effects. AR refers to the lagged Natural Gas 
realized volatility

RVQ N AR BRENT EUR XAU SPX AR BRENT EUR XAU SPX

1 154 7 5.5 133.3 3.8 2.3 0.0 0.7 0.7 0.7 0.0

2 155 2 28.0 24.2 29.8 41.0 0.0 11.5 4.0 5.8 8.7

3 155 3 4.9 4.4 3.6 8.1 15.0 31.8 29.2 28.5 26.5

4 155 2 10.8 9.3 8.3 35.5 49.0 17.3 11.8 6.8 4.3

Fig. 9 Evolution of the best model in the study period monthly analysis. Note Red filled circle indicates the 
best model for each month; dark blue filled circle represents realized volatility of the Natural Gas
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model was HAR. The same happens in the period of low monthly volatility, which, 
when broken down into weekly volatility, shows a week of high volatility at the end 
of June 2021, for which the best model was LSTM. Since the first week of October 
2021, there has yet to be an apparent behavior of the best model concerning weekly 

Fig. 10 Evolution of the best model in the study period weekly analysis. Note Red filled circle indicates the 
best model for each week; dark blue filled circle represents realized volatility of the Natural Gas

Table 7 Best model and effects of financial assets on natural gas volatility

Percentage of days, weeks and months as the best model to forecast the Natural Gas realized volatility and effect of financial 
asset which explained by the Natural Gas volatility

Daily (%) Weekly (%) Monthly (%)

Model

HAR 59.3 43.8 41.7

LSTM 40.7 56.2 58.3

Variable

BRENT 38.1 50.0 35.0

EURO 55.3 62.0 70.0

XAU 29.4 35.9 45.0

SPX 36.2 40.2 30.0

Fig. 11 Evolution of the financial asset effect on natural gas volatility in the study period monthly analysis. 
Note: Red filled circle indicates the Brent effect, purple filled circle indicates the Euro effect, light blue filled 
circle indicate the Gold effect, and light green filled circle the Standard and Poor’s 500 effects; dark blue filled 
circle repersents the realized volatility of the Natural Gas
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volatility. Interestingly, the lower the frequency, the greater the number of months; 
the best model is LSTM (monthly); at a daily level, almost 60% of the days, the best 
model is HAR (Table 7). The nonlinear behavior of the days or weeks of high realized 
volatility that makes up a particular month characterizes its monthly behavior.

The weekly and monthly analyses (Figs. 11 and 12) show that the variable with the 
most significant influence in periods of low realized volatility is the euro, while in 
periods of high realized volatility, the most influential variable is Brent oil. Since 
October 2021, the variables that had the most influence at the monthly level were 
gold and Brent oil, while at a weekly level, it can be observed that all four variables 
studied influenced the realized volatility of NG.

As can be seen in Table 7, EURO, independent of frequency, is the financial variable 
with the most significant influence on NG price volatility. The other variables studied 
generally were included in between 30 and 40% of the best prediction models. At a 
weekly level, the 50% influence of Brent oil is striking. The explainability of EURO and 
XAU increases as the frequency becomes lower. The characteristics of these explana-
tory variables show that they are better long-term predictors than BRENT and SPX. The 
maximum explanatory power that SPX and BRENT have is at the monthly level, which 
indicates that their volatility adjusts more quickly to news and economic events. How-
ever, over the longer term, EURO and XAU are more efficient in projecting the realized 
volatility of NG.

Discussion
The traditional methodology is applied first to understand the innovation of the pro-
posed methodology to determine which financial assets influence the realized volatility 
of NG. The traditional methodology addresses determining the influential variables for 
the entire out-of-sample period, selecting the model that generates the lowest MSE in 
the whole period. The influence of the variables studied is concluded based on the best 
model obtained, its configuration, and the variables used.

Fig. 12 Evolution of the financial asset effect on natural gas volatility in the study period weekly analysis. 
Note Red filled circle indicates the Brent effect, purple filled circle indicates the Euro effect, light blue filled 
circle indicate the Gold effect, and light green filled circle the Standard and Poor’s 500 effects; dark blue filled 
circle repersents the realized volatility of the Natural Gas
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Applying the traditional methodology for all the possible configurations of the HAR 
and LSTM models, given the hyperparameter grid and the variables studied, only one of 
the two models would be chosen, with a single hyperparameter configuration and a sin-
gle set of variables of all the variables studied. By performing the analysis with the pro-
posed methodology, it is expected to improve the accuracy of the forecast. By improving 
the accuracy of the forecast, the conclusions that can be drawn about the influence of 
the variables on the volatility of the price of NG will be more robust.

The results presented in Table 8 correspond to the application of the traditional meth-
odology. The model whose forecasts are the most accurate is chosen, that is, the model 
that obtained the lowest out-of-sample loss function. Under this traditional analysis 
methodology, the conclusion would be that the best way to predict the realized volatil-
ity of NG is by using an LSTM model with one hidden layer by MSE criteria. With this 
model, we can conclude that the NG realized volatility time series behavior is nonlinear 
but with low nonlinearity since the optimal model only has one hidden layer. The train-
ing window was 1000 days, which shows that it has a short memory to learn, whereas 
150 neurons implies a high information-processing requirement.

The influencing variables are Brent oil and the SPX, leaving out gold and EURO. Over-
all, the best HAR model has a 2.248% higher MSE than the best LSTM. The traditional 
methodology is based on the lowest MSE for the entire period methodology, the best 
model, and the influencing variables in general of the total period, and there is no more 
refined analysis day by day, losing helpful information to make conclusions and to be 
the basis for decision-making. By MAE criteria, the conclusions are similar, defining the 

Table 8 Model configuration for the best model in the entire period for classical analysis

In bold is the best model by loss function criteria.

NoL Number of layers, NpL Neurons per layer, WS Window size.

Ranking Model Financial assets NoL NpL WS MSE RMSE MAE

1 LSTM BRENT-SPX 1 150 1000 2,38E−01 4,88E-01 8,85E−04

2 LSTM BRENT-XAU 1 150 1000 2,38E−01 4,88E−01 8,64E−04

3 LSTM BRENT-XAU-SPX 1 150 700 2,38E−01 4,88E−01 8,27E−04

4 LSTM BRENT-EURO-XAU 2 150 700 2,38E−01 4,88E−01 9,31E−04

5 LSTM BRENT 1 150 700 2,38E−01 4,88E−01 8,18E−04
HAR SPX 700 2,43E−01 4,93E−01 8,35E−04

Table 9 Model configuration for the best model for the entire period using classical analysis (daily 
analysis)

Only: the best configuration for the whole period. Combined: the best forecasting for each day of the model. Hybrid: the 
best forecasting for each day of independent of the model (HAR or LSTM). In bold the best model by loss function criteria

Model Type MSE RMSE MAE

LSTM Only 2,38E−05 4,88E−03 8,18E−04

HAR Only 2,43E−05 4,93E−03 8,35E−04

LSTM Combined 2,32E−05 4,82E−03 5,54E−04

HAR Combined 2,35E−05 4,84E−03 4,92E−04

Proposed model Hybrid 2,31E−05 4,81E−03 3,84E−04



Page 20 of 32Kristjanpoller  Financial Innovation           (2024) 10:45 

BRENT as the only variable, and the hyperparameters are the same, but the window size 
is shorter (700 days). The accuracy difference is lower measured by MAE than MSE, sup-
porting the best performance of LSTM models in high volatility periods.

When applying the proposed methodology daily, the HAR model better predicts real-
ized volatility on more days than the LSTM model. Given the results, we can conclude 
that, on average, when the best model is the LSTM, it has much less error than the HAR 
model, while when the HAR model is the best day model, the LSTM model has a slightly 
higher error.

Suppose we do a deeper analysis on the possibility of finding the best forecast for each 
day for each model, HAR and LSTM. In that case, we can observe that the hybrid char-
acteristic of the proposed methodology improves the precision. This accuracy improve-
ment means that although each is the best model for forecasting volatility made from 
the econometric and machine learning models, mixing them generates a better model 
(Table  9). For all the loss functions, the proposed methodology had a better perfor-
mance. Then the interpretations of the results and the conclusions are better supported 
because the methodology had better accuracy than the classical methodology.

The advantages of the proposed hybrid methodology can also be observed in the 
weekly and monthly analyses of Tables  10 and 11, respectively. Therefore, the influ-
ences of the variables on NG price volatility and the conclusions that can be obtained are 
determined from a more accurate model.

Table 10 Model configuration for the best model in the entire period for classical analysis (weekly 
analysis)

Only: the best configuration for the whole period. Combined: the best forecasting for each day of the model. Hybrid: the 
best forecasting for each day of independent of the model (HAR or LSTM). In bold the best model by loss function criteria

Model Type MSE RMSE MAE

LSTM Only 1,40E−04 1,18E−02 3,18E−03

HAR Only 1,45E−04 1,20E−02 3,28E−03

LSTM Combined 1,38E−04 1,17E−02 2,73E−03

HAR Combined 1,41E−04 1,19E−02 2,73E−03

Proposed Model Hybrid 1,37E−04 1,17E−02 2,52E−03

Table 11 Model configuration for the best model in the entire period for classical analysis (monthly 
analysis)

Only: the best configuration for the whole period. Combined: the best forecasting for each day of the model. Hybrid: the 
best forecasting for each day of independent of the model (HAR or LSTM). In bold the best model by loss function criteria

Model Type MSE RMSE MAE

LSTM Only 6,14E−04 2,48E−02 9,54E−03

HAR Only 6,28E−04 2,51E−02 9,87E−03

LSTM Combined 6,05E−04 2,46E−02 8,95E−03

HAR Combined 6,17E−04 2,48E−02 8,86E−03

Proposed Model Hybrid 6,04E−04 2,46E−02 8,61E−03
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Like Degiannakis and Filis (2017) found evidence that information channels (stocks, 
forex, commodities, and macro) improve the predictive accuracy of oil prices’ realized 
volatility. Our study found effects from stocks, forex, and commodities on NG price 
volatility. Macro information was not included because the frequency analyzed did not 
match the proposed methodology. In particular, the volatility of EURO had more infor-
mation about the future behavior of NG price volatility than the other variables. It is the 
only explanatory variable, even in a low monthly NG price volatility cluster. As recently 
discovered by Garzón and Hierro (2022) for the price of oil, EURO variations partially 
dampen the impact of changes in the dollar price of oil on inflation; we can conclude 
that the same effect occurs with the NG price.

Oil price volatility is the second most important explanatory variable of NG price vola-
tility. This influence has two primary drivers: real demand and substitution. First, since 
both are energy commodities, they tend to behave similarly in the face of growth or 
decline in the world economy. Second, when one of the two commodities becomes more 
expensive than the other, it influences the quantity demanded of the cheaper, which 
affects the price in the short run.

The influence found on the part of the stock market index indicates its recognized abil-
ity to take precedence over changes in economic growth. Thus, it influences the volatility 
of the NG price, anticipating the demand for NG given the market projections on the 
gross domestic product of the primary NG-consuming countries. Finally, gold is a refuge 
commodity; its volatility indicates uncertainty about the world economy, which affects 
projections of real demand for NG. In fact, in a longer-term view, gold was the second 
explanatory variable for the monthly analysis of the NG price volatility.

Regarding the relationship that the explanatory variables have with the volatility of the 
NG price, the results show that when using the proposed methodology, it is possible to 
distinguish a linear behavior in periods of low volatility and a nonlinear behavior in peri-
ods of high volatility. Thus, for periods of high volatility, the prediction is more complex, 
and therefore the best model to forecast volatility is the LSTM model.

Our work differs from the cited literature mainly in the analysis of variable influence 
for forecasting. Although works like Caporin et  al. (2019), Lovcha and Perez-Laborda 
(2020), and Liu and Chen (2022) analyze variable influence, our present study does so 
daily, demonstrating that no variable consistently explains NG volatility over the whole 
forecast period. In other words, here we demonstrate the importance of understanding 
the influences in the out-of-sample period. Otherwise, an overfitting problem could lead 
to biased influence conclusions. This also depends on the model used, as works like Liu 
and Lee (2021) used purely econometric models, and in the work of Wang et al. (2020b), 
only machine learning approaches were used. Here we use both and select the best one 
each day, which reduces the bias of assuming the same characteristics for the entire out-
of-sample period. These are the two main contributions of the paper and make it quite 
distinct from the existing studies presented in the literature review.

The proposed methodology also provides the ability to determine the effects of each 
variable over time—daily, weekly, monthly, or some other frequency—distinguish-
ing periods with a more significant influence from one or more specific variables. The 
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flexibility of analyzing at different periods allows us to determine the effects of the vari-
ables analyzed. On the contrary, traditionally, if the study is only carried out for part of 
the period, it is impossible to discern the different temporary effects of the variables. On 
the other hand, the analysis focused on predictive capacity leaves aside overfitting prob-
lems, and the conclusions of the effects of the analyzed variables imply their generaliza-
tion capacity.

Conclusions
The proposed methodology made it possible to distinguish the effects of the main finan-
cial assets on the realized volatility of NG. By performing the day-to-day analysis, it was 
possible to have greater detail on the influence of the different financial assets on the 
realized volatility, unlike the usual way of finding the best model for the entire study 
period. This allows for better forecasting as we do not assume a particular model for 
all the out-of-sample periods. We see that in periods of higher volatility, a combination 
of linear (HAR) and nonlinear (LSTM) models provides the best forecast. On the con-
trary, in periods of lower volatility, the HAR model predominates as the best forecasting 
approach. This could indicate that, generally, the HAR model is more suited for this kind 
of problem. With the proposed methodology, it was possible to detect changes over time 
in the influences and influences according to the level of volatility of the period. We see 
that no variable can consistently explain NG volatility, regardless of the period analyzed. 
In the case of the realized volatility of NG, it was possible to conclude that in periods of 
low volatility, the HAR model with EURO provides the best forecast. Therefore, EURO is 
the variable that best explains the behavior of the realized volatility of NG for periods of 
low volatility in a linear manner. However, for periods of high volatility, there is an expla-
nation for the realized volatility of NG lagged nonlinearly and the SPX linearly.

The traditional model is binary on the influence of the variables; that is, the variable 
influences volatility for the entire period, or it does not influence it at all. The traditional 
model does not allow the ability to identify subperiods or periods of characteristic vola-
tility where some variables have an influence and other periods where they do not have 
an influence. The proposed methodology demonstrated that it could determine the 
temporal effects of the variables analyzed throughout the study period. This approach 
opens the opportunity to consider more complex settings, including more variables or 
models to better explain the behavior of NG prices. Moreover, this framework could be 
used in other problems where it is important to deeply understand the variable influence 
dynamics in a predictive way.

In future work, we propose raising awareness of the methodology by not only analyz-
ing the best model for each frequency but also including a statistical test of superiority 
to determine the best models. Other future work could include characterizing and relat-
ing economic facts with the findings of results obtained through the proposed meth-
odology. In addition, as a complement to the proposed methodology, we propose that 
studies be conducted that incorporate an analysis of the influence of variables over time 
with economic and political moments experienced globally.
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Appendix 2 Evolution of price, return and variance of EURO, standard 
and poor’s 500, brent oil and gold
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Abbreviations
NG  Natural gas
IEA  International Energy Agency
LNG  Liquefied natural gas
CNG  Natural gas compressed
XAU  Gold price
BRENT  Crude oil price
SPX  Standard and Poor’s 500
EURO  Euro U.S. dollar exchange rate
HAR  Heterogeneous autoregressive
NN  Neural networks
LSTM  Long-short term memory
RV  Realized volatility
ENet  Elastic net
PCA  Principal component analysis
INE  Chine’s Shanghai International Energy Exchange
MS  Markov switching
MIDAS  Mixed data sampling
NYMEX  New York Mercantile
SVM  Support vector machine
AANN  Auto-associative neural network
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SDAE  Stacked denoising autoencoders
GRU   Gate recurrent units based NN
t  Time index (current)
f  Time index (previous days)
d  Daily frequency
w  Weekly frequency
m  Monthly frequency
RVt

(f)  Realized volatility computed by the mean of the last f days previous t
β*  Linear coefficient depending on frequency
RNN  Recurrent neural network
Xt  Array of variables indexed by time
Yt  Variable of interest indexed by time
σ  Sigmoid function
tanh  Hyperbolic tangent function
W*  Weights matrices of each LSTM gate
bf  Bias of each LSTM gate
Ct  Cell state
ft  Forget gate
if  Input/update gate

C̃t  Cell input activation

of  Output gate
Q  Number of layers, neurons and lags
L  Length of the window to train
Obs.  Days in which the LSTM was the best model with a particular configuration
RVQ  Realized volatility quartile
AR  Lagged natural gas realized volatility
MSE  Mean square error
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