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Abstract 

Managing customer retention is critical to a company’s profitability and firm value. 
However, predicting customer churn is challenging. The extant research on the topic 
mainly focuses on the type of model developed to predict churn, devoting little 
or no effort to data preparation methods. These methods directly impact the identifi-
cation of patterns, increasing the model’s predictive performance. We addressed this 
problem by (1) employing feature engineering methods to generate a set of potential 
predictor features suitable for the banking industry and (2) preprocessing the majority 
and minority classes to improve the learning of the classification model pattern. The 
framework encompasses state-of-the-art data preprocessing methods: (1) feature engi-
neering with recency, frequency, and monetary value concepts to address the imbal-
anced dataset issue, (2) oversampling using the adaptive synthetic sampling algorithm, 
and (3) undersampling using NEASMISS algorithm. After data preprocessing, we use 
XGBoost and elastic net methods for churn prediction. We validated the proposed 
framework with a dataset of more than 3 million customers and about 170 million 
transactions. The framework outperformed alternative methods reported in the litera-
ture in terms of precision-recall area under curve, accuracy, recall, and specificity. From 
a practical perspective, the framework provides managers with valuable information 
to predict customer churn and develop strategies for customer retention in the bank-
ing industry.

Keywords:  Customer churn prediction, Imbalanced dataset treatment, Feature 
engineering, RFM

Introduction
The strategy of traditional banks has always been centered on their products and ser-
vices, prioritizing internal practices and processes and considering customers as the 
commercial target (Lähteenmäki and Nätti 2013). However, the advancement of com-
puting power and the reduction in its costs have led to a significant transformation in 
the industry by rapidly implementing new and highly competitive financial products and 
services (Feyen et al. 2021). Competitiveness has grown sharply as new financial technol-
ogies (e.g., FinTech) have risen (Murinde et al. 2022). Fintech is recognized as one of the 
most significant technological innovations in the financial sector and is characterized by 
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rapid development (Kou et al. 2021a). Digital innovations coupled with abundant data 
have made it possible to devise new businesses and financial services, placing custom-
ers at the center of marketing decisions (Pousttchi and Dehnert 2018). In this scenario, 
managing customer retention is critical to avoid the defection of valuable customers 
(Mutanen et al. 2010). Reichheld and Sasser (1990) pointed out that reducing churn by 
5% might increase a bank’s profits from those customers by 85%.

Churn prediction is key in churn management programs (Ascarza 2018). Thus, cus-
tomer churn prevention is a strategic issue that allows companies to monitor customer 
engagement behavior and act when engagement decreases (Gordini and Veglio 2017). 
Additionally, as the costs of acquiring new customers are typically higher than retain-
ing existing ones, developing reliable strategies for churn management is critical for the 
sustainability of companies (Lemmens and Gupta 2020). However, managing customer 
churn is a challenging task for marketing managers (Ascarza and Hardie 2013).

Therefore, predictive models tailored to identify potential churners are fundamental 
in supporting managerial decisions (Zhao et  al. 2022). Several models have been pro-
posed to predict churn (Benoit and Poel 2012; He et al. 2014; Gordini and Veglio 2017), 
estimate the churn probability of each customer, and assess the accuracy of these pre-
dictions in the holdout sample. However, most of these methods focus on the type and 
mathematical properties of the model used to predict churn. While this concern is legiti-
mate and important, less effort is devoted to data preprocessing, which comprises a set 
of tasks performed before training the models to improve the predictive performance 
(Jassim and Abdulwahid 2021). Furthermore, one of the main challenges of customer 
churn prediction (CCP) is training binary classification models when the churn event 
is rare (Zhu et al. 2018), as is the case of the retail banking industry (see Mutanen et al. 
2010 and Keramati et al. 2016). The low proportion of the rare event compared with the 
majority class (e.g., retained clients) can create pattern gaps, making it hard for predic-
tive models to identify a customer who is likely to churn. In extreme cases, a classifica-
tion model may classify all customers as retained, mispredicting churns (Sun et al. 2009; 
Megahed et  al. 2021). For instance, suppose there is a company with 98% of retained 
customers and 2% of churned customers and we want to predict churners. In this case, if 
we directly apply a commonly used learning algorithm, such as random forest or logistic 
regression, the outcome will probably be a high accuracy for the majority class (recall 
measure) and a poor specificity measure for the rare class.

Therefore, proposing strategies to deal with the problem of highly imbalanced datasets 
is a relevant topic. According to Megahed et al. (2021), a challenging task is to increase 
the number of instances of the rare class by collecting additional samples from the real-
world process, so rebalancing methods are important. These methods are part of the 
broad concept of data preprocessing, which is a set of strategies carried out on raw 
data before applying a learning algorithm. Recent studies aim to increase CCP perfor-
mance by testing multiple alternative techniques along the predictive modeling process, 
including outliers treatment, missing values imputation (MVI), feature engineering (FE), 
imbalanced dataset treatment (IDT), feature selection (FS), hyperparameters optimiza-
tion, and testing different classification models. Although such approaches address the 
challenges of modeling churn behavior, they do not deal with scenarios where the churn 
event is rare (Zhu et  al. 2018). Therefore, data analysts should better understand the 
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data preprocessing idea to ensure that data manipulation does not change the underly-
ing data structure and favors the classification technique applied to such data (Megahed 
et al. 2021).

This study proposes a novel framework for CCP in the banking industry, where rare 
churn events are persistent (Gür Ali and Arıtürk 2014). Rarity tends to jeopardize the 
performance of traditional techniques aimed at binary classification. Our objectives are 
as follows:

(1)	 Propose and validate a data preprocessing phase that combines different approaches 
for data preprocessing (FE focused on the retail banking context, IDT oversampling 
(IDT-over), and IDT undersampling (IDT-under));

(2)	 Perform and validate a model training and testing phase with state-of-the-art clas-
sification techniques (XGBoost and elastic net) while using Bayesian approaches for 
hyperparameter optimization;

(3)	 Evaluate and discuss the impact of different data preprocessing approaches to 
improve the predictive power of classification models.

Our study makes a valuable contribution to the research on decision support systems. 
It sheds light on the importance of conducting data preprocessing steps in scenarios 
where a substantial class imbalance is observed. To address this issue, rigorous tests 
were applied, confirming the practical value of the model. The deliverables include the 
following:

(1)	 A sequence of steps applied to binary classification problems characterized by a 
highly imbalanced class;

(2)	 A set of features created with superior capacity to predict churn in the banking 
industry, using recency, frequency, and monetary value concepts (RFM) in the FE 
stage;

(3)	 A framework with high predictive performance to anticipate churn events;
(4)	 An evaluation of feature importance to assist managers in designing more effective 

measures to prevent churn.

The rest of the paper is organized as follows. “Literature review” section reviews the 
literature; “Proposed framework for CCP” section describes our framework; “Data and 
empirical context” section presents the tests with the proposed framework; “Results and 
discussion” section discusses the results; and, finally, “Conclusions” section concludes.

Literature review
In this section, we present a literature review on the fundamentals of the techniques 
employed in the proposed framework.

CCP

Financial institutions have been challenged to develop new methods for min-
ing and interpreting customers’ data to help them understand their needs (Broby 
2021). Broby (2021) also reported that the advancement of technology has reduced 
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information asymmetry between banks and their clients, boosting competition and 
making customer retention management increasingly important. Similarly, Livne 
et al. (2011) examined the link between customer relationships and financial perfor-
mance at the firm level in the context of US and Canadian wireless (cellular) firms. 
They found a positive association between customer retention and future revenues. 
They also suggested that customer retention and the level of service usage play an 
important mediating role in the relationship between investments in customer acqui-
sition and financial performance. These results indicate the importance of generating 
and retaining customer loyalty to drive financial performance.

Given the relevance of retaining customers, churn prevention practices have gained 
significance. The development of churn prediction models is an effective alterna-
tive to potentiate customer retention efforts. According to Broby (2022), statistical 
and computational models of machine learning such as CCP models are increas-
ingly being integrated into decision support systems in the financial area. Thus, many 
studies have been conducted to determine effective classification models for churn 
prediction, especially when using data from financial sources (Lahmiri et  al. 2020). 
However, modeling financial data is complicated due to the presence of multiple 
latent factors that can evolve and are usually correlated and even autocorrelated (Li 
et  al. 2022). Table  1 presents some studies that focused on the banking industry to 
exemplify the methods commonly used to preprocess the dataset and the classifica-
tion models adopted. In the table, we also compare our study with the other studies.

The extant studies typically focused on comparing the performance of predictive 
models using different fundamentals and the managerial benefits of churn prediction 
on customer management. However, data preprocessing methods and approaches 
for hyperparameter optimization are scarce in the CCP literature. Usually, authors 
that described data preprocessing adopted traditional practices already established in 
previous studies, including random undersampling (RU) (Benoit and Poel 2012; He 
et al. 2014; Gordini and Veglio 2017), MVI (Lemmens and Croux 2006), and outlier 
detection and elimination (Zhao and Dang 2008; Keramati et al. 2016). Most studies, 
except that by Geiler et al. (2022), have not analyzed how predictive performance can 
benefit from employing more robust data preprocessing techniques, especially when a 
substantial imbalance between classes is verified (a common issue in CCP).

There are noticeable differences between previous studies and our propositions. To 
the best of our knowledge, our study is the first to propose a complete framework 
for churn prediction that encompasses a sequence of preprocessing steps prior to the 
classification task. Additionally, our framework relies on more sophisticated algo-
rithms for IDT-over and IDT-under steps, enabling a performance gain due to the 
synergy between these steps. Our study also differs from that of Lemmens and Croux 
(2006), He et al. (2014), Farquad et al. (2014) and Geiler et al. (2022) in terms of the 
distribution of the features—both IDT-over and IDT-under did not modify the sam-
ple distribution significantly (as proved by a KS test) because the number of added 
artificial instances was controlled. This is desirable because it will not change the rela-
tionship between features. Another interesting difference is that our framework did 
not devote a step to FS as seen in the studies by Farquad et al. (2014) and Keramati 
et al. (2016) because the classification techniques employed to perform this task use 
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an embedded approach. Finally, the FE step depends on managers’ ability to analyze 
the context to create meaningful predictive features as a weak aspect of the proposed 
framework.

Data preprocessing methods

For Sammut and Webb (2010), data preprocessing aims at transforming raw data into 
useful information. The predictive performance of a modeling framework increases by 
adopting data preprocessing stages before proceeding to the model training. García 
et  al. (2014) characterized this phase as performing data selection and cleaning tasks. 

Table 1  Previous research assessing churn prediction models (specifications of our study are 
presented in the bottom line for comparison purposes)

Authors Context Data 
preprocessing 
stages

Predictive models Dataset size

Lemmens and Croux 
(2006)

Telecom MVI
IDT-Over
IDT-Under

Logistic regression, 
bagging, and stochas-
tic gradient boosting

Datasets 1 and 2: 51,306 
customers
Dataset 3: 100,462 
customers

Xie et al. (2009) Banking OT Support Vector 
Machines

2,382 customers

Zhao and Dang (2008) Banking – Random forests, neu-
ral networks, decision 
trees, and Support 
Vector Machines

1,524 customers

Benoit and Poel (2012) Banking – Random forest 244,787 customers

Huang et al. (2012) Telecom FE Logistic regression, 
Naive Bayes, linear 
classification, C4.5, 
neural networks, Sup-
port Vector Machines, 
and data mining by 
evolutionary learning 
(DMEL)

827,124 customers

Farquad et al. (2014) Banking IDT-Over
IDT-Under
FS

Support Vector 
Machines, Naive Bayes 
trees

14,814 customers

He et al. (2014) Banking IDT-Over
IDT-Under

Logistic regression 
and Support Vector 
Machines

46,406 customers

Datta et al. (2015) TV subscription MVI
FE

Binomial probit model 16,512 customers

Keramati et al. (2016) Banking OT
MVI
IDT-Over
FS

Decision trees 4,383 customers

Geiler et al. (2022) Banking and others IDT-Over
IDT-Under

KNN, Logistic regres-
sion, Naive Bayes, Sup-
port Vector Machines, 
Decision trees, neural 
networks, Random 
Forest, XGBoost

16 datasets (average of 
108,473 customers)

Tékouabou et al. 
(2022)

Banking MVI
FS

Chandy-Misra-Bryant 45,000 customers

Our study Banking MVI
FE
IDT-Over
IDT-Under

XGBoost and Elastic 
Net

3,283,332 customers
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Additionally, for Pyle (1999), this phase comprises more than 80% of the modeling effort, 
encompassing activities beyond cleaning and selection. In our study, we adopted three 
preprocessing methods—FE, IDT-over, and IDT-under—which are described in more 
detail in the following sections.

FE

FE is performed to transform the raw data into a new format that favors modeling 
and contributes to performance gains (Khoh et al. 2023). It involves the initial discov-
ery of features and their stepwise improvement based on domain knowledge to adjust 
the data representation (Kuhn and Johnson 2019). Mathematical operations, interac-
tions between attributes, matrix decomposition, discretization, and binarization are 
typical FE operations performed regardless of the business context. However, based on 
content assumptions, we can create new features using several practices, e.g., business 
context and customer behavior (Zheng and Casari 2018). According to Ascarza et  al. 
(2018), customer retention involves the sustained continuity of customer transactions 
by a company. In this sense, RFMs are constituted by transactional data and can enhance 
prediction performance by expressing customer behavior and enabling churn predictors 
(Fader et al. 2005). Similarly, Kou et al. (2021b) used transaction data to enhance bank-
ruptcy prediction in the banking industry.

IDT‑over

In binary classification modeling, it is common to have a rare class (Megahed et  al. 
2021). In extreme cases, a class rarity does not convey a sufficiently delimited decision 
boundary between two groups (Weiss 2004). Classification problems such as bank fraud 
detection, infrequent medical diagnoses, and oil spill recognition in satellite images are 
well-known examples of rare classes (Galar et  al. 2012). The imbalance between cate-
gories can make predictive classification modeling unfeasible. IDT-over methods try to 
circumvent this by generating synthetic instances that reinforce the boundary between 
classes (Triguero et al. 2012).

Researchers have used IDT-over methods in two ways—to create a new representation 
of the data (dismissing the original data completely) and to oversample (creating artifi-
cial instances of the rare class) (Sun et al. 2009). One popular oversampling algorithm 
is the synthetic minority oversampling technique (SMOTE), which assembles synthetic 
examples of the infrequent category (Fernandez et al. 2018). With similar purposes, the 
ADASYN algorithm searches for cases that are more difficult to discriminate between 
classes and generates synthetic instances to reinforce them (He et al. 2008). The algo-
rithm uses a k-nearest neighbor (KNN) algorithm to add new artificial examples related 
to the minority class, making it more distinct from the majority class. The objective of 
ADASYN is to identify a weighted distribution of the rare class, considering its learning 
difficulty (He et al. 2008). It uses rare class instances very close to the majority class to 
generate other cases, reinforcing points in the boundary between the two groups. Recent 
studies have demonstrated that ADASYN outperforms SMOTE (Dey and Pratap 2023). 
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These findings highlight ADASYN as a robust oversampling technique to handle imbal-
anced data scenarios.

IDT‑under

IDT-under methods remove instances from the majority class to balance the groups 
(Fernandez et  al. 2018). The techniques range from simple RU to more refined algo-
rithms. However, procedures such as RU do not guarantee the retainment of instances 
that maximize the identification of patterns, failing to select significant examples (He 
and Ma 2013). Therefore, Lin et al. (2017) proposed the CLUS algorithm to maximize 
the heterogeneity of the majority class instances by reducing redundancies. Similarly, 
Zhang and Mani (2003) proposed the NEARMISS algorithm.

The NEARMISS algorithm uses a KNN-based method to identify and remove 
instances with noisy patterns or those already represented in the data (redundant) 
(Zhang and Mani 2003). The procedure selects majority class instances with large aver-
age distances to the KNNs, keeping the majority class instances at the decision boundary 
(Bafna et al. 2023).

Classification algorithms

Researchers have developed several classification algorithms to predict a churn event. 
As either a customer will continue to be a customer or will churn, binary classification 
models are a promising alternative to address this problem. We now present the funda-
mentals of the two state-of-the-art classification techniques we test in our framework—
XGBoost and elastic net.

XGBoost

The XGBoost is a tree-based ensemble method under the gradient-boosting deci-
sion tree framework developed and implemented in the R programming language in 
the package “xgboost” (Chen et al. 2022). This method uses an ensemble of classifica-
tion and regression trees (CARTs) to fit the training data samples, utilizing residuals to 
calibrate a previous model at each iteration toward optimizing the loss function with a 
performance metric [e.g., precision-recall area under curve (PR-AUC)] (Chen and Gues-
trin 2016). The XGBoost adds one CART when it identifies a subset of hard-to-classify 
instances. To avoid overfitting in the calibration process, XGBoost adds a regularization 
term into the objective function, controlling the complexity of the model. It also com-
bines first- and second-order gradient statistics to approximate the loss function before 
optimization (Chen and Guestrin 2016). Equation 1 presents the objective process of the 
XGBoost model at each iteration.

where −→x i represents the ith instance in the training set ( −→x i ∈ Rm , where m is the num-
ber of features); yi denotes the ith observed instance in the data set ( yi ∈ R ); yti symbol-
izes the prediction of the ith instance at the tth iteration; ft is the CART added in the 
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tth iteration; gi and hi are the first and second derivatives of the loss function L , respec-
tively; and � characterizes the regularization term described in Eq. 2 (Chen and Gues-
trin 2016):

here γ and � are constants controlling the regularization process; T  denotes the number 
of leaves in the tree; and ωj is the score of each leaf. Representing the structure of a 
CART f  as a function q : Rm → {1, 2, 3, . . . ,T } mapping an observed data instance to 
the corresponding leaf index, we derive f

(−→
x i

)
= ωq

(−→
x i

) , with ωq
(−→
x i

) ∈ RT . Next, plug-

ging Eq.  2 into Eq.  1, removing the constant terms L(yi, ŷit−1
) that do not impact the 

optimization process, and defining Ij =
{
q
(−→
x i

)
= j

}
 as the instance set of leaf j , we can 

rewrite the objective function at each iteration as Eq. 3 (Chen and Guestrin 2016).

For a fixed tree structure q , the optimal weight of leaf j ( ωj
∗ ) is obtained simply by 

deriving Eq.  3 with respect to ωj and equating it to zero, leading to Eq.  4 (Chen and 
Guestrin 2016).

The optimal value of the objective function is Eq. 5 (Chen and Guestrin 2016).

Equation 6 is used as a scoring function to gage the tree structure quality. High gain 
scores denote tree structures that better discriminate observations. As it is impossible to 
enumerate all possible tree structures, a greedy algorithm starting from a single leaf and 
iteratively adding branches to the tree is used. Letting IL and IR represent the instance 
sets of left and right nodes, respectively, after a split ( i.e., I = IL ∪ IR is the instance set of 
the split node before splitting it), the new tree has T + 1 nodes with the same structure, 
except around the split node.

This process quantifies how a given node split compares to the previous one. Once the 
Gain is negative, the algorithm will stop the cotyledon depth growth. The XGBoost algo-
rithm prunes the features that do not contribute to the prediction (embedded FS) and 
generates feature importance ranking ( Gain ) based on the relative contribution of each 
attribute to the model, as depicted in Eq. 6.
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Elastic net

Friedman et al. (2010) developed and implemented fast algorithms for fitting general-
ized linear models with elastic net penalties in the R programming language package 
“glmnet.” We adopted the two-class logistic regression. It considers a response vari-
able Y ∈ {−1,+1} and a vector of predictors −→x ∈ Rm ( m is the number of features), 
representing class-conditional probabilities through a linear function of the predic-
tors (see Eq. 7):

which is equivalent to stating that

The model fit occurs by regularized maximum (binomial) likelihood. Let P
(−→
x i

)
 be 

the probability for the ith instance of the training set at a particular value of param-
eters β0 and β . −→x i ∈ Rm represents the ith instance sample of the training set, and yi is 
the ith observed example in the data set ( yi ∈ {1,+1} ). We maximize the penalty log-
likelihood function as follows:

where I(·) is the indicator function (note that I
(
yi = −1

)
+ I

(
yi = +1

)
= 1 ), and 
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2
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2 + α|βk |
]
 is the elastic net penalty factor (Zou and Hastie 

2005), representing a compromise between the ridge regression penalty ( α = 0 ) and the 
lasso penalty ( α = 1 ). We can rewrite Eqs. 8 and 9 more explicitly as follows:

Bayesian hyperparameters optimization

In both algorithms, hyperparameter setup configures a critical stage to avoid over-
fitted models. The process may rely on optimization routines, such as the Bayesian 
hyperparameter optimization (Victoria and Maragatham 2021). This method uses a 
probabilistic model to find hyperparameter values that maximize the adopted perfor-
mance metric (e.g., PR-AUC). The process is iterative, meaning the algorithm learns 
to reach optimal or suboptimal hyperparameter values at each interaction (Snoek 
et al. 2012; Kuhn 2022).
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Proposed framework for CCP
The proposed framework for CCP comprises two phases—data preprocessing and 
model training and testing (Fig. 1). We explain each one in the following subsections.

Phase 1: data preprocessing

In this phase, we apply the three data preprocessing techniques (see “Data preprocessing 
methods” section) to prepare the dataset for model training. Each preprocessing proce-
dure corresponds to an operational step, as detailed below.

Step 1: FE preprocessing

Most churn models use features that are not readily available in the dataset. Moreover, 
the original feature set may not be sufficiently informative to predict customer churn. 
Therefore, creating new features through FE is critical to expanding the number of 
potential predictor candidates.

In the first step of the proposed framework, we create new features based on RFM, 
which summarize customers’ purchasing behavior (Fader et al. 2005; Zhang et al. 2015) 
and are strongly related to churn behavior in the banking industry. Recency is the time 
of the most recent purchase; frequency corresponds to the number of prior purchases; 
and monetary value depicts the average purchase amount per transaction (Fader et al. 
2005; Zhang et al. 2015; Heldt et al. 2021).

In our propositions, we considered the concept of the traditional RFM approach 
(Fader et al. 2005) and disaggregated per product category (RFM/P) (Heldt et al. 2021). 
We used credit cards, overall credits, and investments as categories. We proposed new 
features based on the original data and aligned them with the recency concept, which 
comprehends the overall recency, recency per product category, and recency per chan-
nel. We also proposed new features derived from frequency, overall, or per product cat-
egory. We registered the number of periods with at least one transaction. In each period, 
we recorded the total number of transactions, the overall binary indicator of purchase 
incidence, the binary indicator of purchase incidence, and the binary indicator of using 
a specific channel. Finally, consistent with the monetary value concept, we proposed 
new features, such as the overall contribution margin, overall revenue, and overall value 
transacted per product category.

Fig. 1  Framework for CCP
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Step 2: IDT‑over preprocessing

Aimed at data balancing, in the second step of the framework, we generated syn-
thetic churned customers that act on the gaps in the decision boundary between 
the classes using the ADASYN algorithm. Such artificial churned customers must 
not change the data distribution, so we controlled significant differences between 
the original rare class distribution and the new data distribution using the Kol-
mogorov–Smirnov test (KS test). The KS test is a well-known nonparametric test 
that compares the distance between two cumulative distribution functions. Its null 
hypothesis is that both samples come from the same distribution.

Step 3: IDT‑under preprocessing

After adding artificial churned customers, the third step removes noisy and redun-
dant retained customers by applying the NEARMISS algorithm. We did it to equal-
ize the remaining number of maintained and churned customers. Once again, we 
used the KS test to ensure that data removal did not modify data distribution.

The ADASYN algorithm inserts artificial instances of the rare class in regions 
where examples of this class are closer to the majority class, improving the distinc-
tion between classes. However, the NEARMISS algorithm removes instances from 
the majority class closer to the rare class (e.g., specimens hard to classify) to reduce 
noise and redundancies. The proposed framework first employs the ADASYN algo-
rithm to reinforce the frontier between classes. After that, the NEARMISS algorithm 
provides more precise information on the best candidate instances of the majority 
class to remove in the subsequent step. We used the package “themis” in the R pro-
gramming language (Hvitfeldt 2022) to implement NEARMISS and ADASYN.

Figure 2 illustrates the IDT preprocessing stages through a hypothetical example, 
with the original churned customers representing 20% of the data and the retained 
customers representing 80%. ADASYN added 5% of artificial churned customers, 
and NEARMISS removed 65% of the retained customers. The result is a balanced 
dataset comprising 50% churn and 50% nonchurn customers.

Fig. 2  Illustration of the IDT stages with a hypothetical example
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Phase 2: model training and testing

In the final preprocessing phase, we carry out Step 4 using the R package “tune” for 
Bayesian hyperparameter optimization (Kuhn 2022) of the classification techniques. 
Using XGBoost, we optimized (1) the number of trees in the ensemble, (2) the mini-
mum number of data points in a node required for further splitting, (3) the maximum 
depth of each tree, (4) the rate at which the boosting algorithm adapts from itera-
tion to iteration, (5) the reduction in the loss function required for further splitting, 
and (6) the amount of data exposed to the fitting routine. Then, using the elastic net, 
we optimized alpha (mixture parameter between a pure ridge model and a pure lasso 
model) and lambda (regularization penalty). The optimization algorithm maximized 
the average PR-AUC on a tenfold cross-validation procedure.

In the fifth step, we estimated the model parameters for XGBoost and elastic net 
classification algorithms using the hyperparameters gaged by the Bayesian optimiza-
tion in Step 4. We conducted the procedure on samples in the training set.

In the sixth step, we assessed the model’s predictive performance using the follow-
ing metrics: (1) accuracy, which is the proportion of churned and retained customers 
correctly classified; (2) specificity, which depicts the proportion of correctly classified 
retained customers against the total retained customers; (3) PR-AUC, which repre-
sents the area under the curve of a plot with recall and precision in the axes; and 
(4) recall, which denotes the model’s capacity to correctly classify retained customers 
(Sofaer et al. 2019).

Data and empirical context
We used data from a major bank operating in Rio Grande do Sul State, Brazil. We 
selected 36 months of customer transaction history with the bank (December 2018 to 
November 2021), retrieving about 170 million transactions and more than 3 million 
customers. The class imbalance is high—2.25% of the customers belong to the minor-
ity class (churned customers), and the remaining customers belong to the majority 
class (retained customers). For more details, an exploratory data analysis is provided 
in “Appendix A”.

In this study, we restricted the scope of analysis to business-to-consumer. The bank 
offers several financial services, including credit, investment, insurance, and private 
pension services. It operates under a contractual context, meaning that it experiences 
customer churn if a customer closes all accounts with the bank.

The relational database relies on 23 tables with customer transaction information, 
including sociodemographic features, full transaction logs, product categorization, 
and online channel usage. We present the 32 original features in Table 2.

Results and discussion
In this section, we present the framework validation considering different configura-
tions of preprocessing stages and classification techniques.
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Framework testing

Combining all three methods sampled for the preprocessing phase (see “Phase 1: data 
preprocessing” section), we derive eight combinations: FE (yes or no) × IDT-over 
(ADASYN or no) x IDT-under (NEARMISS or RU). We compare all the combina-
tions against a ninth alternative taken as a baseline of not doing any preprocessing 
phase (no FE, no IDT-over, and no IDT-under) using only the 32 original features. 
Moreover, we combined all nine preprocessing choices with the two classification 
techniques (XGBoost or elastic net) examined, deriving 18 configurations for testing. 
They are presented in the first five columns of Table 5 as a framework.

ADASYN algorithm does not determine a priori the optimal number of churned 
customers to synthesize. We want to add a certain number of churned custom-
ers that reinforce the boundary between classes without compromising the sam-
ple’s representativeness. We performed experiments by adding as many artificial 
churned customers as possible without identifying any significant difference between 
the empirical cumulative densities of the distribution of rare class—original versus 
ADASYN.

We also performed experiments to define the KNN parameter, as both ADASYN and 
NEARMISS rely on it. Numerical experiments suggest that k = 5.

The implementations used the R programming language version 4.2.1 (R Core Team 
2022) package “themis” (Hvitfeldt 2022) for NEARMISS and ADASYN implementa-
tions, package “tune” for Bayesian hyperparameter optimization (Kuhn 2022), package 
“xgboost” (Chen et al. 2022) for XGBoost, and package “glmnet” (Friedman et al. 2010) 
for elastic net. Next, we describe the process of creating new features in the FE stage.

Table 2  Original features

Binary features 
[
bin

]
∈ {0, 1} ; real features 

[
real

]
∈ R ; integer non-negatives features [int] ∈ Z

+ ; and categorical features 
[cat]

01. Adjusted overdraft limit [real] 17. Overdraft limit [real]

02. Balance value (inflow-outflow) of credit portability 
[real]

18. Paycheck value [real]

03. Balance value (inflow-outflow) of salary portability 
[real]

19. Professional profile [cat]

04. Category of the customer’s bank agency [cat] 20. Savings account balance [real]

05. Checking account balance [real] 21. Segment (Method A) [cat]

06. Cohort [int] 22. Segment (Method B) [cat]

07. Credit card limit [real] 23. The region where the customer’s bank agency is 
located [cat]

08. Credit score categorical [cat] 24. Type of credit portability [cat]

09. Credit score continuous [real] 25. Type of salary portability [cat]

10. Digital maturity [cat] 26. Value customer takes the credit value in the banking 
system [real]

11. Education level [cat] 27. Value of inflow of credit portability [real]

12. Gender [cat] 28. Value of inflow of salary portability [real]

13. Marital status [cat] 29. Value of outflow of credit portability [real]

14. Maximum viable overdraft limit [real] 30. Whether the customer has received a salary with the 
bank [bin]

15. Overall income [real] 31. Whether the customer is a civil servant [bin]

16. Overall overdraft limit [real] 32. Whether the customer is an employee in the com-
pany [bin]
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New predictor features through FE

We use aggregated and disaggregated RFM per product category to create new pre-
dictor features. Table 3 presents the set of 28 features produced through the FE stage. 
The code for the new features starts at 33 and is in sequence with the original ones. 
We find that eight of these new features follow the traditional approach of RFM 
(Fader et al. 2005), aggregating variables related to RFM for each customer. The addi-
tional 20 created features follow the RFM per product approach (Heldt et al. 2021), 
disaggregating variables related to RFM per product category for each customer.

Purchase frequency counts the number of consecutive months in which a customer 
purchased any product (this counting process restarts after any month with no pur-
chase). Purchase recency sums the number of months since the last purchase. We 
split the remaining features into two alternatives based on the feature type. We take 

Table 3  Created features

Binary features 
[
bin

]
∈ {0, 1} ; real features 

[
real

]
∈ R ; integer non-negatives features [int] ∈ Z

+ ; and categorical features 
[cat]

Recency Frequency Monetary value

RFM aggregated

33. Purchase recency [int] 34. Purchase frequency [int] 39. Total value transacted monthly 
[real]

35. Relative purchase frequency 
[real]

40. Total contribution margin [real]

36. Purchase incidence [bin]

37. Effective total amount trans-
acted monthly [real]

38. Number of distinct monthly 
transactions [int]

RFM disaggregated per product category

41. Credit purchase recency [int] 44. Credit purchase incidence [bin] 56. Overall investment value [real]

42. Investment purchase recency 
[int]

45. Investment purchase incidence 
[bin]

57. Overall credit value [real]

43. Use of mobile channels recency 
[int]

46. Use of mobile channels inci-
dence [bin]

58. The ratio of overall credit value 
over credit value taken by the cus-
tomer with all banks in the market 
[real]

47. Number of direct debits [int] 59. Number of investment products 
terminated [int]

48. The number of interactions in 
mobile channels [int]

60. Number of credit contracts 
finished or terminated [int]

49. The number of transactions and 
purchases in mobile channels [int]

50. Number of distinct products 
purchased [int]

51. Whether the customer has used 
a credit card [bin]

52. Whether the customer has done 
any debt renegotiation [bin]

53. Whether the customer has any 
credit taken [bin]

54. Whether the customer has any 
overdue credit [bin]

55. Whether the customer has a 
credit card [bin]
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the most recent value in the training time frame for traits at nominal and binary lev-
els, converting it to dummy features using the one-hot encoding procedure. For the 
other continuous features, we take the median of the last six periods.

In the following subsection, we analyze the impact of preprocessing stages and classi-
fication models on churn prediction performance. We also examine the influence of the 
IDT-over and IDT-under algorithms on the majority and rare class distributions.

Impact of IDT‑over and IDT‑under techniques on data distributions

Table  4 presents the amount and proportions of customers in the IDT preprocessing 
stages. The final ratio between classes is 50% each.

After applying ADASYN and NEARMISS algorithms, we checked whether the 
resulting distributions of all features for both majority and rare classes are like their 
original distributions using the KS test. We found no statistically significant difference 
between all pairs of variables (before and after IDT-over and IDT-under), with p val-
ues ranging from 0.9 to 1. Figure 3 depicts the empirical cumulative distributions (orig-
inal rare class × after ADASYN and original majority class × after NEARMISS) of two 

Table 4  The proportion between classes in the IDT preprocessing stages

Stage Total customers Churned Retained

Original set 3,283,332
(100.00%)

73,798
(2.25%)

3,209,534
(97.75%)

After
IDT-Over ADASYN

3,298,107
(100.45%)

88,573
(2.70%)

3,209,534
(97.75%)

After
IDT-Over ADASYN+
IDT-Under NEARMISS

177.146
(5.40%)

88,573
(2.70%)

88,573
(2.70%)

Fig. 3  Comparison among cumulative distributions from the rare and majority classes after applying IDT 
preprocessing stages
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features—credit purchase recency and investment purchase recency. These features are 
among the most important for predicting churn behavior according to the importance 
features index (Gain) from XGBoost (discussed at the end of this section).

Figure 3a, c depict that the artificially added churned customers did not modify the 
original distribution (p value 1.0), although ADASYN does not use information from the 
distribution. Figure 3b, d depict the same result for the NEARMISS algorithm—the dis-
tributions of retained clients and after-NEARMISS maintained customers are not sig-
nificantly different (p value 0.9), although NEARMISS does not use information from 
the distribution.

Performance results

The predictive performance of the proposed framework (configurations C1 and C2 in 
Table 5) was tested against 16 alternative configurations by (1) using or not using FE, 
(2) using ADASYN for IDT-over or not using ADASYN, and (3) using NEARMISS or 
RU for IDT-under. We alternate the classification techniques (e.g., XGBoost and elastic 
net) in such configurations to assess their performance on churn prediction. We trained 
and tested each of these 18 configurations using 100 folds cross-validation. We used 
configurations C17 and C18 as references, not undergoing preprocessing stages. Table 5 
presents the average PR-AUC, accuracy, recall, and specificity sorted by decreasing PR-
AUC. “Appendix B” depicts a confusion matrix of the average of the 100-fold cross-vali-
dation procedure for the recommended configurations C1 and C2.

Table  5 reveals that, on average, configurations C1 and C2 (e.g., FE, ADASYN, and 
NEARMISS coupled with XGBoost and elastic net) yielded the highest predictive 

Table 5  Average of the 100-fold cross validation predictive performance for the 18 assessed 
configurations

Configuration FE IDT-Over IDT-Under Classification 
model

PR-AUC​ Accuracy Recall Specificity

C1 Yes ADASYN NEARMISS XGBoost 0.9518 0.8860 0.8967 0.8884

C2 Yes ADASYN NEARMISS Elastic Net 0.9157 0.8632 0.8654 0.8592

C3 Yes ADASYN RU XGBoost 0.8857 0.8194 0.8401 0.8184

C4 Yes None NEARMISS Elastic Net 0.8843 0.8208 0.8509 0.8225

C5 No ADASYN NEARMISS Elastic Net 0.8614 0.7769 0.7802 0.7755

C6 Yes None RU Elastic Net 0.8610 0.8045 0.8199 0.8041

C7 Yes ADASYN RU Elastic Net 0.8564 0.7845 0.8300 0.7890

C8 No None NEARMISS Elastic Net 0.8397 0.7435 0.7623 0.7429

C9 No ADASYN RU Elastic Net 0.8110 0.6843 0.7655 0.6856

C10 No None RU Elastic Net 0.8103 0.7128 0.7531 0.7141

C11 Yes None RU XGBoost 0.8025 0.7444 0.7544 0.7468

C12 Yes None NEARMISS XGBoost 0.7987 0.7399 0.7549 0.7445

C13 No ADASYN NEARMISS XGBoost 0.7055 0.6337 0.6435 0.6320

C14 No ADASYN RU XGBoost 0.6543 0.5671 0.6095 0.5630

C15 No None NEARMISS XGBoost 0.5934 0.5263 0.5495 0.5283

C16 No None RU XGBoost 0.5870 0.5295 0.5337 0.5301

C17 No None None XGBoost 0.5000 0.9989 0.0000 1.0000

C18 No None None Elastic Net 0.5000 0.9988 0.0000 1.0000
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performances across all performance metrics. It highlights that the recommended 
ADASYN and NEARMISS strategies outperformed all the benchmark models tested, 
including configurations relying on RU—an IDT-under algorithm usually reported by 
the literature.

These results corroborate the hypothesis that inserting new features based on a solid 
conceptual background, such as RFM and RFM/P, increases the performance of churn 
predictions. The ADASYN that precisely inserted churned customers in the minority 
class reinforced the decision frontier between the majority and minority classes. Simi-
larly, the NEARMISS applied to the majority class selected the less contributive custom-
ers to discard (instead of randomly choosing such customers), reinforcing the decision 
frontier and improving the classification performance. We find a superior performance 
of the XGBoost classification technique, which significantly outperformed elastic net. 
Finally, configurations C17 and C18 reveal that a strongly imbalanced dataset with no 
preprocessing drops the classifier performance for both XGBoost and elastic net. Both 
classifiers did not detect any pattern of churned customers (zero recall) and classified all 

Fig. 4  Boxplot for 16 configurations and metrics
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customers as retained, which accounted for a perfect specificity. Although the accuracies 
of C17 and C18 are the highest among all configurations, they are misleading as they did 
not classify a single churned customer correctly. Figure 4 depicts the boxplots for all 16 
configurations and four performance metrics (we omit configurations C17 and C18 due 
to the effects of data unbalance on assessed performance metrics). Such boxplots depict 
a similar variability of all performance metrics in the 100 replicates, suggesting high sta-
bility of the assessed metrics even when the performance levels are low.

Next, we statistically assessed how the different preprocessing steps and classification 
techniques impacted the performance metrics. We first employed the multivariate anal-
ysis of variance (MANOVA) to test whether the three stages (FE, data balance, and clas-
sification model) are significant in the four predictive performance metrics. To apply the 
MANOVA test, we initially tested for the normality of the performance metrics using 
the Shapiro–Wilk test. Only three out of the 64 performance averages did not pass the 
test (α < 0.05). Next, we carried out the MANOVA test. Table 6 presents the results.

The results indicate that all groups within the stages are different regarding the per-
formance metrics. The preprocessing steps are informative for the predictive perfor-
mance across all the metrics tested. The Pillai results for each stage indicate that FE had 
the highest impact on predictive performance (Pillai = 0.8115), followed by the clas-
sification model (Pillai = 0.5646), IDT-over (Pillai = 0.2739), and IDT-under method 
(Pillai = 0.2255).

Based on the MANOVA results, we conducted individual univariate ANOVA tests for 
each performance metric, as presented in Table 7. This was conducted to check the sig-
nificance of each factor in each performance metric.

The univariate ANOVAs confirmed the significant differences when considering each 
performance metric separately. They also supported the higher impact on all perfor-
mance metrics obtained from using FE relative to the other stages studied. Addition-
ally, we assessed the statistical differences of the best-ranked configurations using C1 
configuration (e.g., FE, ADASYN, NEARMISS, and XGBoost) as a reference. A post hoc 
analysis using pairwise t-tests revealed that the pairs C1–C2, C1–C3, C1–C4, and C1–
C5 are all significantly different (α < 0.05) for all performance metrics.

Given the impact of the FE stage in the framework proposed, we extracted the feature 
importance (Gain) using Eq. 1 for C1 configuration to compare the contribution of the 
most relevant original and created features. Table 8 presents the 10+ features, compris-
ing 80%1 of the accumulated feature importance.

Table 6  MANOVA test

Stage df Pillai Approximated F Numerator df Denominator df Pr(> F)

FE 1 0.8115 1714.38 4 1592 0.0000

IDT-Over 1 0.2739 150.15 4 1592 0.0000

IDT-Under 1 0.2255 115.94 4 1592 0.0000

Classification model 1 0.5646 516.30 4 1592 0.0000

Residuals 1595

1  Using the classic Pareto rule, Appendix C exhibits the complete list of remaining features resulting from XGBoost.
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Credit purchase recency is the topmost important feature, accounting for 46.23% 
of feature importance when predicting customer churn. This finding reinforces the 
conceptual foundations of customer behavior in the banking industry and the method 
used to support the proposition of this new feature. When acquiring credit products, 
clients sign contracts that usually last several months, so it is not surprising that a 
customer remains active for a while. Once the credit contract has ceased and recency 
starts to increase, the likelihood of defection also increases significantly, most likely 
because of low switching costs.

According to the traditional RFM concept, recency is more influential than fre-
quency in defining the likelihood of a customer being active (Fader et  al. 2005). 
Regarding the derived RFM/P concept, the same rationale is valid, with the only 

Table 7  Univariate ANOVAs

Metric Stage df Sum Sq Mean Sq F value Pr(> F)

PR-AUC​ FE 1 7.4743 7.4743 2678.21 0.0000

IDT-Over 1 1.3519 1.3519 484.40 0.0000

IDT-Under 1 0.4983 0.4983 178.53 0.0000

Classification Model 1 4.6317 4.6317 1659.63 0.0000

Residuals 1595 4.4513 0.0028

Accuracy FE 1 10.3780 10.3780 4037.89 0.0000

IDT-Over 1 0.9675 0.9675 376.43 0.0000

IDT-Under 1 0.7384 0.7384 287.30 0.0000

Classification Model 1 3.4610 3.4610 1346.59 0.0000

Residuals 1595 4.0994 0.0026

Recall FE 1 9.2224 9.2224 4260.11 0.0000

IDT-Over 1 1.2777 1.2777 590.20 0.0000

IDT-Under 1 0.2430 0.2430 112.24 0.0000

Classification Model 1 4.4635 4.4635 2061.84 0.00000

Residuals 1595 3.4529 0.0022

Specificity FE 1 10.58 10.5839 4627.61 0.0000

IDT-Over 1 0.8925 0.8925 390.21 0.0000

IDT-Under 1 0.7320 0.7320 320.05 0.0000

Classification Model 1 3.4350 3.4350 1501.89 0.0000

Residuals 1595 3.6480 0.0023

Table 8  10 most important features

Feature Original/from FE Gain

41. Credit purchase recency From FE 0.4623

43. Use of mobile channels recency From FE 0.0503

15. Overall income Original 0.0491

42. Investment purchase recency From FE 0.0489

50. Number of distinct products purchased From FE 0.0420

39. Total value transacted monthly From FE 0.0378

38. Number of distinct monthly transactions From FE 0.0375

18. Paycheck value Original 0.0358

06. Cohort Original 0.0280

30. Whether the customer has received a salary with the bank Original 0.0270
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difference being the disaggregation per product category. In the present study, the 
relevance of credit purchase recency for customer retention in the banking industry 
confirms the findings of the existing literature.

Besides credit purchase recency, usage of mobile channels and investment purchase 
recency are also relevant for churn prediction using the recommended C1 configuration. 
It confirms the importance of features based on the RFM/P concept, which is consist-
ent with the rationale that recency is critical to defining whether a customer is likely to 
remain active or not in the future.

Apart from the credit-related features, deposit and investment-related features were 
also influential for churn prediction. Customers’ withdrawals from checking and invest-
ment accounts indicate possible churn events in the future. As recency measures the 
time between withdrawals, smaller recency suggests that a customer is likely to churn. 
The recency of customer interactions through mobile channels also contributes to 
that sense, helping to identify customers that might be making transactions with a 
competitor.

Overall customer income is also deemed one of the most relevant features by the 
proposed framework as it contributes to increasing the retention rate. Low-income 
customers are less likely to purchase investment products and more likely to default. 
Additionally, due to their low credit limits, such customers often acquire credit from dif-
ferent financial institutions.

The number of distinct products purchased was also relevant to predicting customer 
churn. This feature correlates with the concept of purchase frequency as it indicates 
that a customer has purchased at least one financial service in a period. However, it also 
encompasses information on how many different financial services a customer has pur-
chased. Therefore, it reflects the success of cross-selling efforts made by sales teams. The 
relevancy of this feature to predict churn indicates that the higher the number of finan-
cial services a customer purchases, the less likely she is to churn.

We analyzed the impact of customer churn on a firm’s financial performance in terms 
of the profit loss that would be avoided by employing the proposed framework. We 
observed that 97.25% of profitability could be maintained if successful action was taken 
to reverse the potential churn. When no action is taken, a firm would incur costs to 
acquire new customers in order to recover the loss in profitability.

Furthermore, customers that are most likely to defect are those currently interacting with 
other banks, with a median of 62% of businesses in other financial institutions (“Appen-
dix D”, Fig.  5). Based on the Mann–Whitney test, a significant difference (p value 0.00) 
was found in the share of wallets between the churn group and the group of retained cus-
tomers. The median share of wallet for the churn group ( ̂µmedian = 0.38) was substantially 
lower than the nonchurn group ( ̂µmedian = 0.78). This suggests that the churn group has 
business with other financial institutions, and their defection represents a missed opportu-
nity to exploit their business opportunities. By retaining customers, a financial institution 
can capitalize on its business potential and generate long-term revenue streams.

Regarding a bank’s products, the profitability loss appears to come mainly from credit. 
For example, rural credit was the most affected product, accounting for 35% of the total 
lost margin and losing 8% of its margin during the sample period. This information sug-
gests the need for adjustments in offering that product.
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Managerial implications

To deal with customer churn, marketing managers try to identify in advance the 
decrease in customer engagement with their company and plan marketing efforts to pre-
vent customers from defecting (Benoit and Poel 2012; Gordini and Veglio 2017). Regard-
ing the retail banking sector, adequate customer retention management has become 
increasingly relevant due to the growing competition. The entry of new players relying 
on digital and scalable innovative solutions tends to replace traditional services offered 
by incumbents and reduce customers’ switching costs (Lazari and Machado 2021).

Managers benefit from the framework proposed in this study in many ways. They can 
anticipate potentially churning customers three months before, even with highly imbal-
anced data. The framework not only allows managers to know the most likely churning 
customers but also gives them a reasonable amount of time to plan marketing efforts 
proactively to prevent such churn from happening.

In addition, based on the FE step of the framework (Step 1) and using the concept 
of RFM, we sought to generate features related to churn behavior in the retail banking 
industry (see Tables 2, 3). This provides a tailored list of adequate predictors that manag-
ers can use to harness their existing databases, allowing classification algorithms to pre-
dict customer churn more precisely and thus increase the effectiveness of the customer 
management team to monitor and manage potential churners.

Finally, based on these proposed features and after estimating the classification algo-
rithms, we also identify features with higher gain (Table  8). Analyzing such metrics 
contributes to understanding features that are the most relevant churn predictors in 
the retail banking context. For instance, credit purchase recency is the most pertinent 
feature. Although customers might transfer a credit contract to another banking insti-
tution anytime they want, this finding suggests that the existence of credit contracts sig-
nificantly increases the likelihood of retaining a customer. Another key feature is the use 
of mobile channel recency. As the competition is becoming increasingly dependent on 
building digital relationships with customers, engaging them through the frequent use 
of mobile channels is critical for their loyalty to a company. In summary, knowing fea-
tures that impact churn behavior is relevant for managers to drive well-designed market-
ing efforts and avoid customer defection. Thus, adopting the proposed framework has 
important managerial implications, providing managers with resources to enhance cus-
tomer retention management and thrive in a digital market environment with growing 
competition and lower switching costs.

Conclusions
Our study makes a valuable contribution to the research on decision support systems 
by proposing a framework to model customer churn behavior in the context of highly 
imbalanced classes. We emphasize the importance of conducting data preprocessing 
strategies (i.e., FE, IDT-over, and IDT-under processes) to improve model performance. 
The FE process is fundamental for building new and informative features to better char-
acterize customers’ behavior, directly impacting model effectiveness. Regarding the 
IDT-over and IDT-under strategies, they handle the class imbalance issue through the 
ADASYN and NEARMISS algorithms, respectively, providing the machine learning 
technique with a suitable number of instances at the modeling stage. In the IDT-over 
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stage, the ADASYN algorithm reinforced the decision boundary toward the minority 
class (churned customers). In the IDT-under step, the NEARMISS provided an efficient 
way to undersampling the retained customers of the majority class such that the main-
tained customers have reduced noise and redundancies, making it easier to identify pat-
terns with the XGBoost and elastic net models.

Compared with alternative configurations, we demonstrated that the algorithms used 
in our proposed framework perform well in PR-AUC, accuracy, sensibility, and speci-
ficity. Additionally, as we tested two classification models (XGBoost and elastic net), 
we demonstrated that adequate data preprocessing procedures improve the predictive 
power in classification models relying on different mathematical fundamentals.

The proposed framework also provided a methodological contribution to the literature 
on churn prediction by adequately dealing with highly imbalanced datasets. The thor-
ough work on data preprocessing in the FE step and rebalancing classes, reinforcing the 
decision boundary between them, and reducing data redundancy and noise, combined 
with state-of-the-art classification techniques, led to a higher predictive performance of 
customer churn. Thus, our study substantially enhances customer retention practices, 
fostering the adoption of more effective marketing efforts to prevent churn. Preventing 
churn increases customer portfolio profitability.

These results confirm the effectiveness of conducting a detailed data preprocessing 
before proceeding to the model training. Given the lack of extant research on this topic, 
we encourage additional studies to investigate different data preprocessing methods. 
They should not only test diverse classification models to achieve gains in predictive per-
formance but also test different combinations of data preprocessing techniques because 
it has a significant potential to provide even more accurate predictions.

Finally, we highlight some limitations in the proposed study that can become the 
subject of future research. One restriction is about using a single dataset, mainly due 
to the challenging task of obtaining real datasets from the retail banking industry. We 
encourage future studies to extend the proposed framework to other cases in this indus-
try or even apply it to address binary classification problems other than churn predic-
tion. Another limitation relates to the classification techniques tested in our experiments 
(XGBoost and elastic net); different algorithms, such as artificial neural networks and 
support vector machines, can also be tested. The decision to use only two types of algo-
rithms was due to the focus of our study in the data preprocessing phase. Another limi-
tation of the study is the absence of features regarding customer transactions with other 
companies. Data indicating customers’ share-of-wallet change over time would probably 
increase predictive performance. For instance, a decrease in the number of transactions 
of a given customer with a focal company may increase the number of transactions of 
this customer with competitors. The only available information regarding such behavior 
was the binary feature on whether a customer took credit with other companies in the 
banking system. However, we found only a weak association of this binary feature with 
churn. Therefore, it does not appear as a good churn predictor. Given the lack of such 
features in our dataset, we had to apply the framework utilizing data mainly related to 
the strict relationship between the focal company and a customer. Future studies can 
benefit from using features regarding customer transactions with other companies.
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Appendix A: Exploratory data analysis
In this appendix, we present exploratory data analysis to better describe the type of 
features used, how they are distributed, and how they are correlated to each other. In 
Table 9, we present the number of unique classes in each categorical feature as well as 
the amount of customers in the four most frequent classes of each categorical feature.

Table  10 shows the number of customers in each binary features class, as well as 
the average between both classes, to show how they are distributed. Among these fea-
tures, we highlight that the Purchase incidence feature has an average close to 1 (Aver-
age = 0.98). It shows how most customers are highly active. However, this does not 
necessarily mean that they will be retained, even though the churn event is rare. It indi-
cates the challenge of modeling churn in this context.

Table 9  Descriptive statistics of categorical features

*Limited to the top four

Feature Number 
of classes

Count*

04. Category of customer’s bank agency 7 B: 888,415; C: 631,418; A: 613,032; D: 517,727

08. Categorical credit score 13 99: 1,569,874; 12: 461,279; 2: 404,631; 1: 206,043

10. Digital maturity 4 1: 2,130,840; 3: 805,861; 2: 267,148; 4: 79,483

11. Education level 15 13: 833,247; 9: 695,946; 7: 484,516; 21: 446,435

12. Gender 2 F: 1,815,657; M: 1,467,675

13. Marital status 8 6: 1,461,414; 1: 1,044,718; 4: 298,700; 5: 160,176

19. Professional profile 51 101: 659,322; 202: 546,260; 201: 458,209; 999: 
260,877

21. Segment (Method A) 3 A: 2,483,565; B: 627,096; C: 172,671

22. Segment (Method B) 4 A: 2,696,468; B: 466,652; C: 94,184; D: 26,028

23. Region where customer’s bank agency is 
located

17 14: 539,811; 4: 414,037; 6: 381,175; 37: 370,482

24. Type of credit portability 4 N: 3,250,665; E: 19,125; S: 13,154; ES: 388

25. Type of salary portability 2 N: 3,101,121; E: 182,211

Table 10  Descriptive statistics of binary features

Feature Average 0 (FALSE) 1 (TRUE)

30. Whether the customer has received a salary with the bank 0.42 1,892,600 1,390,732

31. Whether the customer is a civil servant 0.16 2,748,934 534,398

32. Whether the customer has a dedicated account manager 0.15 2,790,652 492,680

44. Credit purchase incidence 0.83 570,809 2,712,523

45. Investment purchase incidence 0.37 2,080,999 1,202,333

36. Purchase incidence 0.98 58,702 3,224,630

46. Use of mobile channels incidence 0.61 1,290,043 1,993,289

55. Whether the customer has a credit card 0.20 2,635,776 647,556

53. Whether the customer has any credit taken 0.41 1,922,302 1,361,030

54. Whether the customer has any overdue credit 0.08 3,012,753 270,579

52. Whether the customer has done any debt renegotiation 0.01 3,252,890 30,442

51. Whether the customer has used a credit card 0.14 2,816,557 466,775
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Table 11  Descriptive statistics of real and integer features

Feature Average Standard deviation Minimum Median Maximum

01. Adjusted overdraft limit 256.40 630.09 0.00 0.00 9,250.00

02. Balance value (inflow-outflow) of 
credit portability

18.58 16,280.40  − 338,316.03 0.00 414,720.72

03. Balance value (inflow-outflow) of 
salary portability

306.95 1,266.32  − 5,531.10 0.00 0.00

05. Checking account balance 298.07 2,077,43 0.00 4.74 53,932.53

06. Cohort 57.31 18.43 6.00 68.00 68.00

07. Credit card limit 466.05 1,216.43 0.00 0.00 14,875.00

09. Credit score continuous 0.10 0.11 0.00 0.06 0.87

14. Maximum viable overdraft limit 370.53 894.32 0.00 0.00 13,900.00

15. Overall income 3,468.91 5,707.86 0.00 1,915.50 125,626.80

16. Overall overdraft limit 256.40 630.09 0.00 0.00 9,250.00

17. Overdraft limit 1,213.84 3,925.43 0.00 0.00 60,000.00

18. Paycheck value 1,678.21 2,449.37 0.00 1,100.00 32,995.03

20. Savings account balance 2,703.46 15,142.11 0.00 0.00 304,495.32

26. Value customer takes the credit 
value in the banking system

19,694.76 61,405.29 0.00 1,076.91 1,481,108.16

27. Value of inflow of credit portability 678.95 10,654.78 0.00 0.00 338,316.03

28. Value of inflow of salary portability 306.95 1,266.32 0.00 0.00 5,531.10

29. Value of outflow of credit port-
ability

697.39 12,605.24 0.00 0.00 417,276.72

33. Purchase recency 0.08 0.89 0 0.00 33

34. Purchase frequency 30.24 7.49 0 33.00 33

35. Relative purchase frequency 0.97 0.17 0.00 1.00 1.00

37. Effective total amount transacted 
monthly

16,358.43 55,182.67 0.00 669.87 1,248,443.91

38. Number of distinct monthly 
transactions

12.92 15.79 0.00 7.00 1,160.00

39. Total value transacted monthly 19,282.47 58,117.48 0.00 2,265.93 1,297,626.13

40. Total contribution margin 75.11 232.77  − 79.47 3.40 28,222.49

41. Credit purchase recency 2.45 7.09 0 0.00 33

42. Investment purchase recency 14.86 14.81 0 9.00 33

43. Use of mobile channels recency 7.82 12.63 0 0.00 33

47. Number of direct debits 0.48 0.86 0 0.00 11

48. The number of interactions in 
mobile channels

16.41 33.39 0 0.00 2,200

49. The number of transactions and 
purchases in mobile channels

2.49 5.73 0 0.00 553

50. Number of distinct products 
purchased

3.43 2.79 0 3.00 20

56. Overall investment value 4,987.83 21,306.99 0.00 0.00 370,407.32

57. Overall credit value 10,182.29 47,298.56 0.00 95.14 1,062,054.80

58. The ratio of overall credit value over 
credit value taken by the customer 
with all banks in the market

0.27 0.40 0.00 0.00 1.00

59. Number of investment products 
terminated

1.44 4.47 0 0.00 32

60. Number of credit contracts finished 
or terminated

0.69 1.69 0 0.00 32
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Table 11 shows the following descriptive statistics of each real and integer feature: (1) 
average, (2) standard deviation, (3) minimum value, (4) median, and (5) maximum value. 
We highlight how the distributions of the purchasing recency per product differ signifi-
cantly from the distribution of the overall purchase recency feature (specifically, credit 
purchase recency and investment purchase recency). It indicates how the feature engi-
neering process based on the recency, frequency, and monetary value concept (RFM) 
was important to generate features that uncover a relevant level of variability which was 
not observable by only using the overall purchase recency feature. It provides a richer set 
of predictor features for the learning algorithms increasing the likelihood of predicting 
the churn more precisely.

Appendix B: Confusion matrix C1 and C2
Table  12 shows the average confusion matrix average of the 100-fold cross-validation 
procedure for the recommended configurations C1 and C2.

Appendix C: Remaining features resulting from XGBoost
Table 13 shows the complete list remaining of original or feature engineering features 
resulting from XGBoost, sorted by descending Gain.

Table 12  Average confusion matrix for the 100-fold cross-validation experiment

Reference

Churn Retained

C1

 Prediction

  Churn 6,631.10 36,133.96

  Retained 763.90 287,647.04

C2

 Prediction

  Churn 6,399.63 45,588.36

  Retained 995.37 278,192.64

Table 13  Complete list of remaining features resulting from XGBoost

Feature Original/from FE Gain

41. Credit purchase recency From FE 0.4623

43. Use of mobile channels recency From FE 0.0503

15. Overall income Original 0.0491

42. Investment purchase recency From FE 0.0489

50. Number of distinct products purchased From FE 0.0420

39. Total value transacted monthly From FE 0.0378

38. Number of distinct monthly transactions From FE 0.0375

18. Paycheck value Original 0.0358

06. Cohort Original 0.0280

30. Whether the customer has received a salary with the bank Original 0.0270

60. Number of credit contracts finished or terminated From FE 0.0224
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Appendix D: Share of wallet between churned and retained customers (Fig. 5)

Fig. 5  Mann–Whitney test to compare the share of wallet between churned and retained customers

Feature Original/from FE Gain

37. Effective total amount transacted monthly From FE 0.0166

19. Professional profile Original 0.0146

34. Purchase frequency From FE 0.0142

40. Total contribution margin From FE 0.0137

13. Marital status Original 0.0122

57. Overall credit value From FE 0.0117

59. Number of investment products terminated From FE 0.0090

11. Education level Original 0.0086

05. Checking account balance Original 0.0082

56. Overall investment value From FE 0.0073

45. Investment purchase incidence From FE 0.0071

20. Savings account balance Original 0.0058

48. The number of interactions in mobile channels From FE 0.0053

46. Use of mobile channels incidence From FE 0.0042

12. Gender Original 0.0039

22. Segment (Method B) Original 0.0036

33. Purchase recency From FE 0.0031

54. Whether the customer has any overdue credit From FE 0.0029

17. Overdraft limit Original 0.0027

58. The ratio of overall credit value over credit value taken by the cus-
tomer with all banks in the market

From FE 0.0026

23. The region where the customer’s bank agency is located Original 0.0016

Table 13  (continued)
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