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#### Abstract

Risk management is an important aspect of financial research because correlations among financial data are essential in evaluating portfolio risk. Among various correlations, spatiotemporal correlations involve economic entity attributes and are interrelated in space and time. Such correlations have therefore drawn increasing attention in financial risk management. However, classical correlation measurements are typically based on either time series correlations or spatial dependence; they cannot be directly applied to financial data with spatiotemporal correlations. The spatiotemporal correlation coefficient model with adaptive weight proposed in this paper can (1) address the absolute quantity, dynamic quantity, and dynamic development of financial data and (2) be used for risk grading, financial risk evaluation, and portfolio management. To verify the validity and superiority of this model, cluster analysis results and portfolio performance are compared with a classical model with time series correlation or spatial correlation, respectively. Empirical findings show that the proposed coefficient is highly effective and convenient compared to others. Overall, our method provides a highly efficient financial risk management method with valuable implications for investors and financial institutions.
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## Introduction

With the development of global economic integration, as well as the ongoing evolution of Internet technology, the links among regions, economies, and financial markets are strengthening. The spatial effect, defined as observations at position i being related to other observations at position $\mathfrak{j}$, are therefore growing in importance. These circumstances have amplified the potential for financial risk contagion (Dell'Erba et al. 2013; Baumöhl et al. 2018; Inci et al. 2011; Kelejian et al. 2006; Tawn et al. 2018). Scholars continue to be concerned about the time series correlation of financial data as well. Indeed, close attention has been paid to the spatiotemporal correlations of data in financial risk management (Baumöhl et al. 2018; Asgharian et al. 2013; Ouyang et al. 2014; Tam 2014). The classical computing methods of time series or spatial correlations cannot analyze data with spatiotemporal dependencies. For example, in financial risk analysis, spatial
correlations are often computed with annual cross-sectional data. It is impossible to accurately characterize spatiotemporal correlations simply with these spatial correlations. It is similarly challenging to do so by taking the mean values in the time dimension, which can be degenerated into spatial cross-sectional data. Meanwhile, some classical methods cannot capture spatiotemporal correlations' dynamic features. Trends in the development of data dependence are thus only partially reflected. Spatial and temporal correlations also shift over time; using static cross-sectional data solely for analysis generates biased results. Lately, several papers have addressed dynamic spatiotemporal correlations via machine learning (Ou et al. 2022; Liu et al. 2021; Pan et al. 2022). However, these models cannot be applied directly because they describe certain spatiotemporal characteristics of citywide traffic flow but not financial issues. In other words, the motion-based features of traffic flows and financial issues are different despite sharing some commonalities. Whether (and how) ways of describing traffic flows are suited to the finance field requires further research.
The models characterizing spatiotemporal correlation are rarely applied in finance. The reason may be the temporal, spatial, and fused spatiotemporal relationships among the variables are not available from the ground truth (Xiao et al. 2022). To date, studies on spatiotemporal correlations in the financial arena are limited. Xiao et al. (2021) proposed a convolutional LSTM network model; Xiao et al. (2022) constructed an adaptive fused spatial-temporal graph convolutional network to predict a multivariate time series. However, both models are based on a deep-learning algorithm that results in a relatively complex process of predicting multivariate time series with spatiotemporal correlation characteristics. Neither model can extract the spatiotemporal correlation coefficient alone. Therefore, risk cannot be prejudged or classified based on investment objects' degrees of correlation.

This study makes three contributions to the literature:

1. A dynamic spatiotemporal correlation coefficient based on adaptive weight was used. In the coefficient model, absolute distance, growth distance, and fluctuation distance of indices are defined.
2. Several constraints were imposed on the distances to help users compute the spatiotemporal correlations more quickly. That is, the range of [0,2] is set for various distance values, combining with the information entropy method (Zhu et al. 2018; Bekiros et al. 2017) or expert advice to determine the weights of the distances.
3. When testing the validity of the spatiotemporal correlation coefficient, it is compared with the time series correlation coefficient as well as the spatial correlation coefficient from the aspects of cluster analysis and cross validation.

The rest of this paper is organized as follows. The second section is a literature review of relevant work. In the "Design and measurement of spatiotemporal correlation" section, the distance between two variables and how to assess their spatiotemporal correlation using adaptive weights is discussed. The "Empirical analysis" section describes a cluster analysis cross-test with a portfolio for the proposed spatiotemporal correlation to test the rationality and validity of the proposed risk measurement. Finally, the "Conclusions and future research directions" section outlines our findings and subsequent avenues of
interest. The "Appendix" contains the results for cluster analysis and time series correlation coefficients.

## Literature review and model design

Financial data include temporal and spatial correlations, which can be explained through financial geography theory and financial regional movement theory. Financial geography is an emerging discipline that focuses on financial issues from a geographical perspective. The field adheres to three principles. The first is that money is the core of finance and has clear characteristics related to time and space. It can be judged based on the unique effects of its worldwide flow through both dimensions. Second, global capital flow varies by country; that is, the interaction between global and local forces is spatiotemporally heterogenous. Third, information in the financial industry is neither simply shared nor absorbed. Instead, it must be managed at different levels of time and space. Financial regional movement theory concerns spatiotemporal changes in financial resources in accordance with special laws concerning regional flows, allocations, and combinations: it assumes that financial instruments, financial institutions, financial markets, and other financial resources all have regional movement.

Among the limited literature on this topic, temporal and spatial correlations of financial data have been included in several regression models. For instance, Zhu et al. (2013) employed a spatial panel model to study the dependencies of returns and risks in the U.S. housing market. Arnold et al. (2013) devised a spatial autoregressive model for portfolio risk in the stock market and discovered that the risk measurement became biased if data spatial correlations were ignored. Meanwhile, Wied (2013) used a spatial econometric model to measure the portfolio risk of stock markets. Gong and Weng (2016) later designed a spatial regression model to predict the portfolio risk of Chinese stock indices. However, these studies focused on complex regression analysis of spatial effects on portfolio returns; none presented a method for computing dynamic spatiotemporal correlations in data. Therefore, these approaches cannot directly capture variation in spatiotemporal correlations, nor can they judge spatiotemporal correlations quickly or directly. Thus, the methods are of limited use in helping individuals to roughly evaluate risk prior to investment. Researchers have presented multiple arguments and observed clear spatiotemporal correlations in economic data, especially financial data; however, available approaches are not well suited to direct financial portfolio risk management.

Song et al. (2011) proposed a method for computing the spatiotemporal correlation coefficient that combined a spatial weight matrix with the formula for time series correlation. Yet, this strategy could only reflect linear correlations among variables and could not detect nonlinear correlations, which reduces its practical value. Across studies regarding the nonlinear correlation coefficients of data with multidimensional random vectors, most models have characterized these correlations in a highly complicated manner. For example, Szekely et al. (2007) put forth a measure of dependence between random vectors by using the Brownian distance correlation. This model is analogous to the absolute value of the classical product moment covariance, which renders it somewhat challenging to understand. Other scholars later extended this effort (e.g., Park et al. 2015; Böttcher et al. 2019). Park et al. (2015) proposed the partial martingale difference correlation, a scalar-valued measure of the conditional
mean dependence of $Y$ given $X$; they adjusted for the nonlinear dependence on $Z$, where X, Y, and Z are random vectors of arbitrary dimensions. Böttcher et al. (2019) introduced two new measures for the dependence of $n \geq 2$ random variables-distance multi-variance and total distance multi-variance-based on the weighted L2-distance of quantities related to the characteristic functions of underlying random variables. Researchers have also attempted to characterize variables' nonlinear spacetime correlations. Li et al. (2013) established a space-time correlation function of doubly scattered light in an imaging system. Meanwhile, Zaburdaev et al. (2013) proposed a space-time velocity correlation function for random walks. Liu (2016) subsequently developed a space-time correlation function related to the heat release rate in turbulent premixed flames. These models are primarily intended for use in physics and chemistry applications rather than the social sciences or economics; as such, they, too, are difficult to understand. They also cannot be readily adopted to elucidate dynamic space-time correlations in economic data.
A number of scholars have recently exploited dynamic spatiotemporal correlations of urban traffic by proposing models based on machine learning. For example, Ou et al. (2022) proposed a novel deep-learning framework, STP-TrellisNets, to predict passenger flows at metro stations. Liu et al. (2021) forecast future citywide crowd flows to facilitate urban management by modeling spatiotemporal patterns of recent crowd flows. Pan et al. (2022) devised a deep meta-learning-based model to simultaneously predict traffic in multiple locations. These models can better describe the spatiotemporal characteristics of urban traffic, but they do not address financial issues and are therefore not feasible for finance. As mentioned, Xiao et al. (2021) and Xiao et al. (2022) proposed two models to predict multivariate time series with spatiotemporal correlation, but the processes are fairly complex and model results do not reflect the spatiotemporal correlation coefficient. Accordingly, these models may encounter some difficulties in practical application, especially for people lacking a machine learning theoretical background.
Accordingly, a method for measuring spatiotemporal correlation that captures the absolute quantity, dynamic quantity, and dynamic development of financial data to facilitate risk management is presented. The contributions and innovations of this paper are twofold. First, we proposed a novel risk measurement model: we established a dynamic model based on cluster analysis to compute spatiotemporal correlations that discern the absolute quantity, dynamic quantity, and dynamic development of financial data to quickly compute correlations. This model based on multidimensional informa-tion-can be applied to classify risk grading and is useful for decentralized risk management. Second, we adopted a fresh perspective by comparing the performance of time series correlations and spatiotemporal dependence of economic data. This approach can guide investors in mastering information required for correlation in investment, thereby informing risk management. The classical spatial correlation is defined as one region being spatially affected by its proximal regions or by those that are similar. Thus, the classical model of spatial dependence cannot depict one-to-one correlations but instead reveals many-to-one relationships. These characteristics impede investors when determining whether time series or spatial correlations most strongly influence financial risk. Investors therefore struggle to mitigate or balance associated risk.

Design and measurement of spatiotemporal correlation cluster analysis for spatiotemporal data

Cluster analysis, otherwise known as group analysis or point group analysis, is a quantitative method used to study the classification of multi-factor objects. Its premise is that relationships between samples are quantitatively determined and clustered by the degree of certainty between metrics. In line with this principle, the spatiotemporal correlations of financial data can be clustered in certain ways: data with high correlations can be clustered into one type and data with low correlations can be transformed into different types. Spatiotemporal correlations can be evaluated in the following way: the greater the proximity, the stronger the spatiotemporal correlation; the smaller the similarity, the weaker the correlation. Spatiotemporal data are generally represented in the clustering process as $x_{i t}(i=1,2, \ldots, N ; t=1,2, \ldots, T)$, where $N$ is the total number of individuals and denotes the total number of periods. In addition, spatiotemporal correlation panel data offer at least three forms of information (Mendes and Beims 2018; Brei and von Peter 2018).

1. The absolute level of correlation development;
2. The dynamic level of correlation development, namely the incremental level or growth rate of temporalspatial correlation over time; and
3. The correlation's degree of fluctuation, specifically in terms of variation or waves.

If these three aspects cannot be considered simultaneously, then the similarity measures of a correlation will not offer sufficient information. Overall, when constructing similarity measures, the absolute distance, incremental distance, and fluctuation distance of data must be considered. In other words, when designing a similarity measure for spatiotemporal panel data, the three distances must be effectively combined.

## Design and measurement of spatiotemporal similarity

Euclidean distance is the most popular measure used in cluster analysis. Thus, this paper measures the spatiotemporal similarity of data in this distance. To simplify cluster analysis, the interval scale for spatiotemporal panel data. In our datasets $\left\{x_{i t}\right\}, S_{i}$ is the standard deviation of individual $i, d_{i j}$ denotes the distance between individuals $i$ and $j$, and the distance satisfies the following three definitions.

Definition 1 The absolute distance between individuals $i$ and $j$ is abbreviated as $d_{i j}(A D)$, which is expressed as

$$
\begin{equation*}
d_{i j}(A D)=\sqrt{\left(x_{i t}-x_{j t}\right)^{2}} \tag{1}
\end{equation*}
$$

where $x_{i t}(i=1,2, \ldots, N ; t=1,2, \ldots, T)$ denotes the value of individual $i$ at time $t$, and $x_{j t}$ is the value of individual $j$ at time $t . d_{i j}(A D)$ is the distance between individuals $i$ and $j$, consistent with Tobler's theory (1970) wherein the farther the distance, the lower individuals' similarities and the slighter their correlations. As such, the distance $d_{i j}(A D)$ can reflect the spatiotemporal range of different individuals. The computational result of $d_{i j}(A D)$ is a vector. To calculate the spatiotemporal correlations in Formula (4) and easily compare them with the time series correlation coefficient matrix in the empirical
analysis section, this vector must be transformed into a lower triangular matrix. The distances $d_{i j}(I D)$ and $d_{i j}(V D)$, must be processed this way as well.

Definition 2 The growth distance between two individuals $i$ and $j$ is abbreviated as $d_{i j}(I D)$, which is represented as

$$
\begin{equation*}
d_{i j}(I D)=\sqrt{\left(\frac{\Delta x_{i, t}}{x_{i, t-1}}-\frac{\Delta x_{j, t}}{x_{j, t-1}}\right)^{2}} \tag{2}
\end{equation*}
$$

where $\Delta x_{i, t}=x_{i, t}-x_{i, t-1}, \Delta x_{j, t}=x_{j, t}-x_{j, t-1}$, and $\Delta x_{i, t}$ and $\Delta x_{j, t}$ represent the difference of individuals $i$ and $j$ at time $t$, respectively. $d_{i j}(I D)$ characterizes the variation trend in the metric increment, which corresponds to each individual over time in all regions. In essence, the more coordinated the change trend between two individuals is, the more similar they are. This distance can therefore reflect the spatiotemporal interval between two individuals. Similarly, the result of $d_{i j}(I D)$ is a vector and must be transformed into a triangular matrix.

Definition 3 The fluctuation distance between individuals $i$ and $j$ is abbreviated as $d_{i j}(V D)$, written as

$$
\begin{equation*}
d_{i j}(V D)=\sqrt{\left(\frac{\overline{x_{i}}}{S_{i}}-\frac{\overline{x_{j}}}{S_{j}}\right)^{2}}, \tag{3}
\end{equation*}
$$

where $\overline{x_{i}}=\frac{1}{T} \sum_{t=1}^{T} x_{i t}$ and $S_{i}=\frac{1}{T-1} \sum_{t=1}^{T} \sqrt{\left(x_{i t}-\overline{x_{i}}\right)^{2}}$.

From the above symbols $\overline{x_{i}}$ and $S_{i}$, it can be inferred that $\overline{x_{i}}$ denotes the mean value of individual $I$ and $S_{i}$ represents the standard deviation of individual $i$ in the whole period $T$. Similarily, $\overline{x_{j}}$ denotes the mean value of individual $J$, and $S_{j}$ is the standard deviation of individual $j$ throughout period $T$. As such, $d_{i j}(V D)$ denotes the variation of individuals $i$ and $j$ in period $T$. Naturally, if the similarity between two individuals grows, then their fluctuation (characterized by the variation coefficient) will become smaller, as will the value of $d_{i j}(V D)$. A greater coefficient of variation suggests that the larger the fluctuation distances between two data points, the more unstable the individual development. The distance $d_{i j}(V D)$ is therefore a negative metric. It reflects the spatiotemporal correlation range between two individuals. To align with the form of these two distances, the computational result of the $d_{i j}(V D)$ distance should also be transformed into a lower triangular matrix. Note that these three types of distance can be calculated in parallel without order.

## Measurement of spatiotemporal correlation

The spatiotemporal correlation model is grounded in the idea that the similarity between two economic data points can be obtained by subtracting the three distances from 1 ; the result of this calculation is the spatiotemporal correlation. However, this model encounters the problem of how to aggregate the three distances. If the distances are simply summed and then subtracted from 1 , the results may exceed the range of $[-1,1]$, which is not consistent with the range of time series correlations or the space of spatiotemporal
correlations in the existing literature (e.g., Song et al. 2011). Therefore, the three distances must be aggregated to ensure that the resulting coefficient falls within the range of $[-1,1]$ when constructing the spatiotemporal correlation model. Information aggregation, which fully accounts for the functional evaluation of the three distances by highlighting the role of the larger weights among them, was adopted to synthesize the three distances.

Under information aggregation, the additive synthesis method is used to combine the three distances. This research model thus promotes a scientific and fair evaluation process. In addition, according to the first law of geography, the closer the distance between two things, the greater the correlation; the farther the distance, the smaller the correlation. Therefore, if any one of the three distances becomes larger, then the spatiotemporal correlation becomes smaller. Mathematically, the spatiotemporal correlation model is expressed as follows:

$$
\begin{equation*}
\rho=1-\left[\beta_{1} d_{i j}(A D)+\beta_{2} d_{i j}(I D)+\beta_{3} d_{i j}(V D)\right] \tag{4}
\end{equation*}
$$

In this formula, $d_{i j}(A D), d_{i j}(I D)$ and $d_{i j}(V D)$, respectively, denote the absolute distance, growth distance, and fluctuation distance of individuals. The three distances must first be standardized for calculation; doing so can prevent a large gap in the distance types, which could reduce the effects of distances with smaller values. In Model (4), weights for the absolute distance, growth distance, and fluctuation distance are assumed to be $\beta_{1}$, $\beta_{2}$, and $\beta_{3}$, respectively. Then, the three weights are needed to satisfy the constraints of $\beta_{1}+\beta_{2}+\beta_{3}=1$ and $\beta_{1}, \beta_{2}, \beta_{3} \in[0,1]$.

Corresponding to the three forms of this coefficient, the weights of distances in the spatiotemporal correlation coefficient model must be proposed. However, Model (4) returns three unknown quantities (e.g., $\beta_{1}, \beta_{2}$, and $\beta_{3}$ ) but only contains one equation. It is therefore difficult to determine the weights of the three distances. Thus, several constraints were imposed on these distances to help investors compute the spatiotemporal correlations of the data in Model (4).

Lemma If a spatiotemporal correlation coefficient model exists with $\rho \in[-1,1]$, it must be satisfied with the following constraint: the values of $d(A D), d(I D)$, and $d(V D)$ are within the range of $[0,2]$.

## Proof

Because

$$
\rho=1-\left[\beta_{1} d_{i j}(A D)+\beta_{2} d_{i j}(I D)+\beta_{3} d_{i j}(V D)\right], \rho \in[-1,1]
$$

and

$$
\beta_{1}+\beta_{2}+\beta_{3}=1, \beta_{1}, \beta_{2}, \beta_{3} \in[0,1],
$$

then

$$
\left[\beta_{1} d_{i j}(A D)+\beta_{2} d_{i j}(I D)+\beta_{3} d_{i j}(V D)\right] \in[0,2] .
$$

Let Function $f(x, y, z)$ follow this form

$$
f(x, y, z)=\beta_{1} x+\beta_{2} y+\beta_{3} z
$$

with the constraint that

$$
f(x, y, z) \in[0,2] .
$$

As such,

$$
x, y, z \notin[0,2],
$$

when

$$
\beta_{1}=1, \beta_{2}=\beta_{3}=0
$$

then

$$
f(x, y, z)=x \notin[0,2] .
$$

This outcome opposes the hypothesis of $f(x, y, z) \in[0,2]$.Thus, the hypothesis cannot stand.

Therefore, $x, y, z \in[0,2]$.

From this lemma that, irrespective of the absolute distance, growth distance, or fluctuation distance in economics, the distance value must be mapped to the range of $[0,2]$ for the spatiotemporal correlation to be valid. The distance value may be determined by the nature of spatial correlation: the closer the distance, the greater the correlation and the farther the distance, the smaller the correlation (Zhu et al. 2013). In addition, when computing the spatiotemporal correlation coefficient, with a rough idea of which distance is effective and which plays the main role, it becomes possible to confirm the distance weight and to compute the spatiotemporal correlation coefficient. The information entropy method (Zhu et al. 2018; Bekiros et al. 2017) or expert advice can be used to determine the weights of the distances otherwise. Taking the expert advice method as an example, if experts consider the growth distance to be the most important factor, then this aspect can be assigned a higher weight (e.g., $\beta_{2}=0.5$ ). The other two coefficients would thus be given smaller weights, such as $\beta_{1}=0.2$ and $\beta_{3}=0.3$. Therefore, spatiotemporal correlation coefficients can be estimated quickly. Whether the change in weight will drastically alter the space-time correlation coefficient (i.e., whether the spatiotemporal correlation coefficient is sensitive to weight based changes) is discussed in the section on robustness testing.

## Empirical analysis

In this section, the dataset used in this paper was described and then the empirical results were analyzed to offer help to investors managing investment risk.

## Dataset

To verify the proposed model accuracy and feasibility, empirical research was performed on stock indices with daily closing prices from 2007 to 2019 . The sample includes 29 indices in different stock markets chosen based on several principles.
First, indices in markets such as the United States, Britain, Japan, and Hong Kong represent indices in developed markets, whereas those in areas such as China, Indonesia, Malaysia, and Thailand represent developing markets; thus, our sample is representative.
Second, the 29 indices basically meet the requirements of space/time correlation tests such that the sample should not contain fewer than 30 indices (Rodriguez-Villamizar et al. 2020; Wangdi et al. 2021). Our sample only includes 29 national/regional stock indices (not more than 30) because the database did not contain complete data for the studied time intervals.

Third, our full sample spans four stages for analysis: January 4, 2007-December 31, 2008 (Stage 1); January 2, 2009 -December 31, 2014 (Stage 2); January 2, 2015 -December 30, 2016 (Stage 3); and January 3, 2017-November 29, 2019 (Stage 4). This sample segmentation is based on the Asgharian, Hess, and Liu's (2013) findings that spatial impacts change over time; hence, our decision to divide the full dataset into several subsamples. Also, Gong and Weng (2016) broke their sample into three subsamples according to the timeline of the global financial crisis (GFC), revealing that spatial impacts varied between two GFCs. The dividing method was suggested by Laniado et al. (2012) and Tamakoshi and Hamori (2014). Other studies have identified financial crises based on the authors' judgment or chronological events (Hlaing and Kakinaka 2018; Valencia and Laeven 2008). Studies on international financial flows have indicated that an episode involving a sudden stop or flight can signal deteriorating economic conditions (Waelti 2015). In the case of our sample, the timeline of the GFC is the basis for separating samples. The specific division result is: Stage 1 denotes the GFC; Stage 2 covers the European debt crisis; Stage 3 captures the Chinese stock market crash; and Stage 4 is relatively stable.
In fact, multi-stage sample division is based on the granularity theory, and this division has many advantages. Granular computing is a new concept. It is the computing mode of intelligent information processing. It simulates the strategy of observing problems from different levels when people deal with complex problems. It is a discipline that studies the thinking mode, the problem-solving method, the information processing mode, and related theories based on a multi-level granular structure.
One of the great advantages of using this theory is that the slicing sampling method not only ensures the uniform distribution of sampling segments over a long span of time, but it also reduces the computational overhead. If the particle size (stage) is small, the error is large; If the granularity is large, the model needs more parameters. On the basis of this theory, this paper divides the granularity according to the major financial events. The purpose is to reduce a complex model on the premise that the regression model is precise.
Descriptive statistics were calculated for the stock indices in each country to facilitate further analysis. Given limits on length, only the statistics for Stages 1 and 2 are presented. In Table 1, the second row contains the names of the stock indices, and Note 2 for indices at the bottom of the table is also grouped according to the development
Table 1 Summary statistics of stock indices in different markets Source: All data is from Wind Financial Database of China

| Stage 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ordinal | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| index | D.J.GI | 000001.SH | FTSE.GI | FCHI.GI | GDAXI.GI | SSMI.GI | BFX.GI | AEX.GI | OSEAX.GI | ITLMS.GI | IBEX.GI | OMXS30.ST | RTS.GI | TA100.GI | N225.GI |
| mean | 12176.74 | 3627.20 | 5871.30 | 5018.19 | 6824.31 | 7934.17 | 3749.41 | 455.69 | 494.60 | 35183.92 | 13310.29 | 1025.33 | 1831.16 | 976.21 | 14502.75 |
| min | 7552.29 | 1696.48 | 3780.96 | 2881.26 | 4127.41 | 5144.02 | 1783.70 | 222.93 | 232.29 | 18379.68 | 7905.40 | 567.61 | 500.90 | 544.13 | 7101.45 |
| max | 14164.53 | 6092.06 | 6732.40 | 6168.15 | 8105.69 | 9531.46 | 4756.82 | 561.90 | 605.05 | 45071.35 | 15945.70 | 1311.87 | 2487.92 | 1189.04 | 18280.31 |
| s.d. | 1535.76 | 1180.22 | 750.38 | 868.77 | 988.30 | 1190.43 | 848.71 | 91.54 | 95.89 | 7545.74 | 2045.50 | 202.83 | 496.96 | 162.40 | 2958.77 |
| skewness | -1.34 | 0.18 | -1.23 | -0.81 | -0.96 | -0.53 | -0.99 | -1.21 | -1.46 | -0.67 | -1.03 | -0.53 | -1.44 | -1.26 | -0.74 |
| kurtosis | 3.91 | 1.94 | 3.49 | 2.62 | 3.26 | 2.15 | 2.90 | 3.44 | 4.12 | 2.34 | 3.02 | 2.21 | 4.06 | 3.84 | 2.67 |
| JB | $168.47{ }^{* * *}$ | $26.18{ }^{* * *}$ | 131.82 *** | 57.66 *** | 78.81 *** | 39.15 *** | 82.40 *** | 126.48 *** | 205.65*** | 47.39*** | $89.11^{* * *}$ | $37.17^{* * *}$ | 198.28 *** | 147.93 *** | 48.42 *** |
| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |  |
| mean | 21991.57 | 7751.30 | 14954.14 | 3010.35 | 1226.59 | 2135.83 | 1623.85 | 3011.61 | 5611.15 | 3719.85 | 13025.61 | 28175.04 | 54196.55 | 1953.36 |  |
| min | 11015.84 | 4089.93 | 8451.01 | 1704.41 | 829.41 | 1102.95 | 938.75 | 1600.28 | 3332.60 | 2575.48 | 7724.76 | 16868.66 | 29435.11 | 828.99 |  |
| max | 31638.22 | 9809.88 | 21113.33 | 3873.50 | 1516.22 | 2830.26 | 2064.85 | 3831.19 | 6853.60 | 4355.36 | 15073.13 | 32836.12 | 73624.00 | 2351.44 |  |
| s.d. | 4101.59 | 1434.20 | 2876.92 | 551.88 | 169.36 | 430.77 | 263.85 | 546.24 | 869.58 | 512.12 | 1675.93 | 3531.88 | 9859.65 | 378.79 |  |
| skewness | -0.29 | -1.15 | -0.15 | -0.62 | -0.85 | -0.57 | -0.63 | -1.24 | -1.07 | -0.66 | -1.80 | -1.27 | -0.36 | -1.71 |  |
| kurtosis | 2.99 | 3.46 | 2.86 | 2.51 | 2.83 | 2.63 | 2.70 | 3.77 | 3.40 | 2.22 | 5.18 | 3.91 | 2.28 | 4.71 |  |
| JB | 7.19 ** | $114.67^{* * *}$ | 2.22 | 36.95 *** | 61.54 *** | 29.71 *** | 35.58 *** | 142.46 *** | $99.17^{* * *}$ | 49.78*** | 372.71 *** | 152.53 *** | 21.87*** | 308.28 *** |  |
| Stage 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Ordinal | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| ndex | DIJ.GI | 000001.SH | FTSE.GI | FCHI.GI | GDAXI.GI | SSMI.GI | BFX.GI | AEX.GI | OSEAX.GI | ITLMS.GI | IBEX.GI | OMXS30.ST | RTS.GI | TA100.GI | N225.GI |
| mean | 12721.59 | $\begin{aligned} & 248 \\ & 4.52 \end{aligned}$ | 5772.62 | 3724.03 | 7096.34 | 6828.71 | 2536.92 | 338.09 | 479.62 | 19595.66 | 9463.78 | 1093.12 | 1394.59 | 1070.07 | 11178.51 |
| min | 6512.51 | 1863.37 | 3466.74 | 2519.29 | 3661.91 | 4251.77 | 1508.31 | 196.91 | 239.48 | 13270.55 | 5956.30 | 596.79 | 475.65 | 540.30 | 7054.98 |
| max | 18038.23 | 3471.44 | 6879.50 | 4595.00 | 10087.12 | 9212.85 | 3335.69 | 431.06 | 704.83 | 24981.52 | 12222.50 | 1478.93 | 2123.56 | 1326.09 | 17935.64 |

Table 1 (continued)

| Stage 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ordinal | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| s.d. | 2713.80 | 377.17 | 756.79 | 449.09 | 1562.48 | 1110.81 | 368.78 | 47.28 | 102.85 | 2804.16 | 1374.64 | 190.82 | 305.95 | 159.72 | 2640.98 |
| skewness | 0.06 | 0.52 | -0.64 | -0.22 | 0.20 | 0.35 | -0.02 | -0.37 | 0.14 | -0.25 | -0.25 | -0.22 | -0.50 | $-1.03$ | 0.82 |
| kurtosis | 2.14 | 2.09 | 3.00 | 2.27 | 2.18 | 2.11 | 2.64 | 2.96 | 2.75 | 1.90 | 2.20 | 2.80 | 3.83 | 4.27 | 2.30 |
| JB | 47.62 *** | 119.97 *** | 105.07*** | 46.26*** | 52.64*** | 80.21 *** | 8.25 ** | 34.69*** | 9.08 | 92.90*** | 56.03*** | 15.22*** | 107.44*** | 372.67 *** | 199.66 *** |
| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.G | MERV.GI |  |
| mean | 21221.87 | 7854.30 | 18630.94 | 4781.32 | 1525.54 | 3734.51 | 1842.68 | 2944.04 | 4693.16 | 3796.27 | 12456.05 | 36490.48 | 57898.59 | 3650.32 |  |
| min | 11344.58 | 4242.61 | 7935.55 | 1759.33 | 838.39 | 1256.11 | 1018.81 | 1456.95 | 3111.70 | 2417.95 | 7566.94 | 16929.80 | 36234.69 | 930.12 |  |
| max | 25567.57 | 9571.86 | 28693.99 | 7392.20 | 1892.65 | 5229.15 | 2224.75 | 3454.37 | 5656.91 | 5592.33 | 15687.77 | 46313.40 | 72995.69 | 12975.48 |  |
| s.d. | 2525.39 | 1003.57 | 3797.30 | 1591.52 | 262.54 | 1031.67 | 232.50 | 386.61 | 528.18 | 826.11 | 1514.42 | 6465.35 | 7732.46 | 2302.99 |  |
| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| skewness | $-1.50$ | -1.24 | 0.15 | -0.06 | -0.71 | -0.64 | -1.41 | $-1.86$ | -0.42 | 0.60 | -0.43 | -0.97 | -0.25 | 1.74 |  |
| kurtosis | 5.61 | 5.44 | 4.27 | 1.83 | 2.88 | 2.58 | 4.72 | 6.54 | 2.90 | 2.03 | 3.71 | 3.51 | 2.61 | 5.51 |  |
| JB | 999.46 *** | 769.56 *** | 107.21 *** | 88.12 *** | 129.46 *** | 116.23*** | 688.70*** | $1665.67^{* * *}$ | 45.49 *** | 149.85 *** | 77.99 *** | $254.16^{* * *}$ | 25.62*** | 1163.12*** |  |

[^0]level of the stock market. The indices are grouped in developed markets or a developing market. The skewness of most indices is negative; some of the absolute values exceed one. Most kurtosis coefficients of the indices deviate from three. These statistics show that the indices generally do not follow a normal distribution. Most notably, almost all elementary statistics for the indices are statistically significant. Because the indices are not normally distributed, a linear correlation coefficient (e.g., the Pearson coefficient) is not suitable to describe their co-relationships. The proposed nonlinear correlation coefficient thus becomes more important for both theory and practice.

## Empirical research findings and discussion

We compute the spatiotemporal correlation coefficients of stock indices in 29 countries/ areas at each stage using Formula (4). Given our large amount of data, different weights for the three distances would result in distinct coefficients. Only results calculated with equal weights for the three distances are listed as lower triangular matrices (or upper triangular matrices) to simplify the calculation of the square matrix. This approach also enables us to observe the results more easily. By the same token, we only summarize our results for Stages 1 and 2. Details appear in Tables 2 and 3.
Table 2 shows that, during the GFC, most spatiotemporal correlation coefficients were statistically significant. This finding corroborates prior literature - such as Zhu et al. (2013), Arnold et al. (2013), and Gong and Weng (2016) —and indicates the spatiotemporal dependence of financial assets. The dependence of different markets, the correlations between developed stock markets, or the correlations between developed and emerging stock markets are larger and more significant than those of emerging stock markets.
To more closely analyze spatiotemporal correlation coefficients, they were compared with those that only included time series correlations (see the time series correlations in Schedules 7 and 8 in the Appendix). Several patterns emerged. First, in most cases, the significance of the two types of coefficients is consistent. Second, some correlation coefficients are not significant with only time series dependence but are highly significant with space and time series dependence, which is more significant in developed countries/areas (marked in italics and bold shaded in Table 3); spatial dependence may exist and be relatively strong in these countries/areas, strengthening the correlation between indices. Third, the spatiotemporal correlation coefficients are generally lower than those solely featuring time series correlations; possibly because correlations with time series dependence are more pronounced than those with spatial dependence, causing the composite of both correlations to decline. Overall, it appears possible to overestimate portfolio risks when exclusively considering time series dependence but not when combining such dependence with spatial correlation.
Table 3 also shows that, during the European debt crisis and other local crises, most spatiotemporal correlation coefficients were statistically significant; the number of significant coefficients in this period even surpassed that of the GFC. Relatedly, the correlations between developed stock markets as well as those between developed and emerging stock markets are larger and more significant than correlations between emerging stock markets.
Table 2 Spatiotemporal correlation coefficients for 29 indices with equal weights (Stage 1) Source: All data is from the Wind Financial Database of China

| Ordinal <br> Index | $\begin{aligned} & \hline 1 \\ & \text { DJ.GI } \end{aligned}$ | $\begin{aligned} & 2 \\ & 000001 . S H \end{aligned}$ | $\begin{aligned} & \hline 3 \\ & \text { FTSE.GI } \end{aligned}$ | $\begin{aligned} & \hline 4 \\ & \text { FCHI.GI } \end{aligned}$ | 5 <br> GDAXI.GI | $\begin{aligned} & 6 \\ & \text { SSMI.GI } \end{aligned}$ | $\begin{aligned} & 7 \\ & \text { BFX.GI } \end{aligned}$ | 8 <br> AEX.GI | $\begin{aligned} & \hline 9 \\ & \text { OSEAX.GI } \end{aligned}$ | 10 <br> ITLMS.GI | $\begin{aligned} & 11 \\ & \text { IBEX.GI } \end{aligned}$ | $\begin{aligned} & 12 \\ & \text { OMXS30.ST } \end{aligned}$ | $\begin{aligned} & 13 \\ & \text { RTS.GI } \end{aligned}$ | 14 <br> TA100.GI | $\begin{aligned} & 15 \\ & \text { N225.GI } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | -0.25 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0.67*** | -0.18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0.39*** | 0.11 | 0.70*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0.59*** | -0.04 | 0.80*** | $0.81{ }^{1 * *}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0.55** | 0.03 | $0.76 * * *$ | $0.84^{* * *}$ | $0.88 * * *$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0.19 | 0.32* | $0.41^{* * *}$ | $0.74^{* * *}$ | 0.54*** | 0.59*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0.14 | 0.18 | $0.44^{* * *}$ | 0.72*** | $0.52^{* * *}$ | $0.55^{* * *}$ | 0.65*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0.12 | 0.1 | $0.39^{* * *}$ | $0.64 * * *$ | $0.47 * * *$ | $0.48 * *$ | 0.53** | $0.82 * * *$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | -0.05 | 0.2 | 0.36** | $0.63^{* * *}$ | 0.44** | $0.48 * *$ | 0.64** | 0.91 *** | 0.81 *** | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0.48 *** | -0.2 | 0.26 | $0.38 * * *$ | $0.37 * * *$ | 0.46 *** | 0.14 | $0.37 * * *$ | 0.23 | 0.3 | 0 | 0 | 0 | 0 | 0 |
| 12 | 0.15 | 0.25 | 0.32* | $0.64^{* * *}$ | $0.44 * * *$ | 0.50*** | 0.60*** | 0.83*** | 0.70*** | 0.75*** | 0.47*** | 0 | 0 | 0 | 0 |
| 13 | -0.24 | 0.12 | -0.04 | 0.21 | 0.06 | 0.04 | 0.34** | 0.39*** | $0.44 * * *$ | 0.45*** | -0.24 | 0.26 | 0 | 0 | 0 |
| 14 | 0.17 | 0.01 | $0.37 * * *$ | 0.56*** | 0.48*** | 0.52*** | 0.34** | 0.47*** | $0.48^{* * *}$ | 0.47*** | 0.16 | 0.36** | 0.11 | 0 | 0 |
| 15 | 0.08 | 0.11 | 0.2 | $0.44^{* * *}$ | 0.29 | 0.33** | 0.41** | $0.58{ }^{* * *}$ | $0.63^{* * *}$ | $0.62^{* * *}$ | 0 | 0.46*** | $0.37 * * *$ | 0.41 *** | 0 |
| 16 | 0.08 | 0.24 | 0.15 | 0.44*** | 0.28 | 0.35** | 0.38*** | 0.48*** | 0.50*** | 0.42*** | 0.25 | $0.62^{* * *}$ | 0.16 | 0.32 | 0.45*** |
| 17 | 0.27 | 0.16 | 0.17 | 0.47*** | 0.31 | 0.38*** | 0.43*** | 0.38*** | 0.37*** | 0.31 | 0.34** | 0.50*** | 0.00 | 0.31 | 0.33* |
| 18 | 0.2 | 0.18 | 0.26 | 0.56*** | 0.41*** | 0.46*** | 0.57*** | 0.52*** | 0.51*** | 0.44*** | 0.07 | 0.50*** | 0.16 | 0.34** | 0.41*** |
| 19 | 0.18 | 0.22 | 0.25 | 0.55*** | 0.38*** | 0.48*** | 0.49*** | 0.41*** | 0.39*** | 0.35** | 0.23 | 0.53*** | 0.03 | $0.35 * *$ | $0.37^{* * *}$ |
| 20 | 0.46*** | -0.02 | 0.67*** | 0.51*** | 0.67*** | 0.65*** | 0.3 | 0.39*** | 0.39*** | 0.36** | 0.23 | 0.29 | -0.04 | 0.49*** | 0.3 |
| 21 | 0.07 | 0.13 | 0.26 | 0.49*** | 0.35*** | 0.37*** | 0.53*** | 0.54*** | 0.57*** | 0.54*** | -0.06 | 0.41*** | 0.28 | 0.38*** | 0.55*** |
| 22 | 0.3 | 0.03 | 0.47*** | 0.61*** | 0.60*** | 0.59*** | 0.42*** | 0.43*** | 0.49*** | 0.40*** | 0.16 | 0.33** | 0.14 | 0.56*** | 0.48*** |
| 23 | 0.25 | 0.15 | $0.43^{* * *}$ | 0.67*** | 0.53*** | 0.55*** | 0.55*** | 0.59*** | $0.64 * * *$ | 0.57*** | 0.14 | 0.49*** | 0.27 | 0.55*** | 0.57*** |
| 24 | 0.40*** | 0.05 | $0.60 * * *$ | $0.65 * * *$ | 0.70*** | $0.73 * * *$ | 0.45** | $0.48^{* * *}$ | 0.50*** | $0.43 * * *$ | 0.29 | 0.37** | 0.12 | 0.59*** | $0.47 * * *$ |
| 25 | 0.52*** | 0 | 0.71 *** | 0.58*** | 0.73*** | 0.74*** | 0.37** | 0.40*** | $0.37 * * *$ | 0.35** | 0.28 | 0.33** | -0.05 | $0.46 * * *$ | 0.32* |
| 26 | 0.79*** | -0.2 | 0.80*** | 0.52*** | $0.68 * * *$ | $0.62^{* * *}$ | 0.3 | 0.37** | 0.35** | 0.29 | 0.18 | 0.25 | -0.04 | $0.37 * * *$ | 0.18 |
| 27 | 0.62*** | -0.14 | 0.65*** | 0.41*** | 0.57*** | 0.54*** | 0.24 | 0.21 | 0.16 | 0.13 | 0.24 | 0.32 | -0.21 | 0.19 | -0.01 |
| 28 | -0.16 | -0.06 | 0.09 | 0.41*** | 0.26 | 0.28 | 0.3 | 0.26 | 0.23 | 0.17 | 0.37** | 0.38*** | -0.11 | 0.08 | 0.04 |
| 29 | 0.15 | $-0.36 * * *$ | -0.32* | -0.01 | -0.16 | -0.13 | 0.00 | -0.09 | -0.11 | -0.18 | 0.1 | 0.03 | -0.46*** | -0.32 | -0.29 |

Table 2 (continued)

|  | 16 | 17 | 18 | 19 | 20 |  | 22 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 14 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 16 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | 0.54*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 18 | 0.50 *** | 0.45*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 19 | 0.55*** | 0.67*** | 0.50*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 20 | 0.28 | 0.31 | 0.34** | $0.38^{* * *}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 21 | 0.36** | $0.38 * * *$ | 0.54*** | $0.47^{* * *}$ | 0.39*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 2 (continued)

| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 22 | 0.39*** | 0.45*** | 0.49*** | 0.46*** | 0.59*** | 0.52*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 23 | 0.52*** | 0.52*** | 0.61*** | 0.56*** | 0.58*** | 0.70*** | 0.73*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 24 | 0.41*** | 0.44*** | 0.48*** | 0.51*** | $0.72^{* * *}$ | 0.51*** | 0.76*** | $0.71^{* * *}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 25 | 0.3 | 0.33* | 0.36** | $0.43^{* * *}$ | 0.83*** | 0.33* | 0.56*** | 0.52*** | 0.74*** | 0 | 0 | 0 | 0 | 0 |
| 26 | 0.17 | 0.15 | 0.23 | 0.2 | 0.64*** | 0.2 | 0.45*** | 0.39*** | 0.55*** | 0.68*** | 0 | 0 | 0 | 0 |
| 27 | 0.21 | 0.21 | 0.17 | 0.26 | 0.49*** | 0.06 | 0.31 | 0.24 | 0.36** | $0.54 * * *$ | $0.67^{* * *}$ | 0 | 0 | 0 |
| 28 | 0.31 | 0.47*** | 0.23 | 0.37** | 0.02 | 0.12 | 0.17 | 0.27 | 0.14 | 0.09 | 0.11 | 0.26 | 0 | 0 |
| 29 | -0.07 | 0.14 | $-0.04$ | 0.03 | $-0.36^{* *}$ | $-0.09$ | $-0.17$ | $-0.07$ | $-0.23$ | $-0.31$ | $-0.32$ | $-0.22$ | 0.28 | 0 |

[^1]Table 3 Spatiotemporal correlation coefficients for 29 indices with equal weights (Stage 2) Source: All data is from the Wind Financial Database of China

| Ordinal <br> Index | 1 <br> DJ.GI | $\begin{aligned} & 2 \\ & 000001 . S H \end{aligned}$ | $3$ <br> FTSE.GI | 4 <br> FCHI.GI | $5$ <br> GDAXI.GI | $\begin{aligned} & 6 \\ & \text { SSMI.GI } \end{aligned}$ | $\begin{aligned} & 7 \\ & \text { BFX.GI } \end{aligned}$ | 8 <br> AEX.GI | $9$ <br> OSEAX.GI | $10$ <br> ITLMS.GI | $11$ <br> IBEX.GI | $12$ <br> OMXS30.ST | $\begin{aligned} & 13 \\ & \text { RTS.GI } \end{aligned}$ | $14$ <br> TA100.GI | $\begin{aligned} & 15 \\ & \text { N225.GI } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0.44*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0.55*** | 0.52*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0.42*** | $0.44^{* * *}$ | 0.84*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0.79*** | 0.40*** | 0.64*** | 0.64*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0.69*** | 0.64*** | $0.76{ }^{* * *}$ | 0.70*** | 0.74*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0.56*** | $0.63^{* * *}$ | 0.84*** | 0.83*** | 0.71*** | 0.87*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0.52*** | 0.54*** | 0.92*** | 0.86*** | 0.74*** | 0.80*** | 0.91*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0.71*** | 0.40*** | 0.61 *** | 0.50*** | 0.84*** | 0.69*** | 0.62*** | 0.67*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0.50*** | 0.45*** | 0.77*** | 0.76*** | 0.64*** | 0.68*** | 0.81*** | 0.86*** | 0.62*** | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0.24 | 0.26 | 0.25 | 0.27 | 0.14 | 0.29 | 0.38** | 0.31 | 0.08 | 0.31 | 0 | 0 | 0 | 0 | 0 |
| 12 | 0.41*** | 0.39*** | $0.41^{* * *}$ | 0.40*** | 0.50*** | 0.59*** | 0.53*** | 0.47*** | 0.46*** | $0.41^{* * *}$ | 0.59*** | 0 | 0 | 0 | 0 |
| 13 | 0.50*** | 0.26 | 0.38*** | 0.29 | 0.66*** | 0.45*** | 0.40*** | 0.44*** | 0.68*** | 0.42*** | -0.01 | 0.34 | 0 | 0 | 0 |
| 14 | 0.43*** | 0.54*** | 0.67*** | 0.54*** | 0.52*** | 0.67*** | 0.69*** | 0.71*** | 0.55*** | 0.65*** | 0.20 | 0.39*** | 0.39*** | 0 | 0 |
| 15 | 0.65*** | 0.36** | $0.41^{* * *}$ | 0.27 | 0.65*** | 0.51*** | 0.43*** | 0.45*** | 0.66*** | 0.39*** | -0.05 | 0.31 | 0.55*** | 0.44*** | 0 |
| 16 | 0.31 | 0.60*** | 0.61 *** | 0.66*** | 0.31 | 0.54*** | 0.58*** | 0.56*** | 0.29 | 0.43*** | 0.19 | 0.28 | 0.16 | 0.44*** | 0.27 |
| 17 | 0.45*** | 0.57*** | 0.57*** | 0.53*** | 0.26 | 0.50*** | 0.53*** | 0.51*** | 0.25 | 0.38** | 0.31 | 0.26 | 0.10 | 0.40*** | 0.24 |
| 18 | 0.66*** | 0.49*** | 0.47*** | 0.40*** | 0.66*** | 0.65*** | 0.56*** | 0.50*** | 0.64*** | 0.41*** | 0.11 | 0.46*** | 0.50*** | 0.45*** | 0.55*** |
| 19 | 0.50*** | 0.34** | 0.15 | 0.07 | 0.40*** | 0.35** | 0.26 | 0.18 | 0.37** | 0.08 | 0 | 0.18 | 0.23 | 0.16 | 0.42*** |
| 20 | 0.61*** | 0.64*** | 0.65*** | 0.53*** | 0.66*** | $0.81 * * *$ | 0.71 *** | 0.68*** | 0.66*** | 0.56*** | 0.18 | 0.54*** | 0.47*** | 0.65*** | 0.60*** |
| 21 | 0.55*** | 0.34** | 0.40*** | 0.25 | 0.62*** | 0.49*** | 0.41 *** | 0.43*** | 0.65*** | 0.36** | -0.09 | 0.27 | 0.51*** | 0.41*** | 0.68*** |
| 22 | 0.36** | 0.55*** | 0.75*** | 0.69*** | 0.44*** | 0.61 *** | 0.66*** | 0.69*** | 0.43*** | 0.57*** | 0.15 | 0.31 | 0.28 | 0.57*** | 0.43*** |
| 23 | 0.44*** | 0.55*** | 0.82*** | 0.68*** | 0.50*** | 0.66*** | 0.71*** | 0.78*** | 0.53*** | 0.65*** | 0.18 | 0.34** | 0.36** | 0.68*** | 0.46*** |
| 24 | 0.34** | 0.46*** | 0.71*** | 0.69*** | $0.38{ }^{* * *}$ | 0.55*** | 0.59*** | 0.65*** | 0.38** | $0.51^{* * *}$ | 0.07 | 0.23 | 0.22 | 0.53*** | 0.38** |
| 25 | 0.73*** | 0.52*** | 0.55*** | 0.43*** | 0.77*** | 0.70*** | 0.60*** | 0.57*** | 0.75*** | 0.45*** | 0.06 | 0.43*** | 0.57*** | 0.54*** | 0.72*** |
| 26 | 0.57*** | 0.49*** | 0.80*** | 0.79*** | 0.50*** | 0.65*** | 0.70*** | 0.75*** | 0.49*** | 0.61 *** | 0.16 | 0.33** | 0.27 | 0.59*** | 0.32 |
| 27 | 0.51*** | 0.63*** | 0.53*** | 0.47*** | 0.60*** | $0.73 * * *$ | 0.64*** | 0.57*** | $0.58 * * *$ | $0.48 * * *$ | 0.27 | $0.57 * * *$ | 0.40*** | 0.50*** | 0.44*** |
| 28 | 0.01 | 0.31 | 0.36** | 0.32 | 0.10 | 0.30 | 0.36** | 0.34** | 0.07 | 0.24 | 0.18 | 0.10 | -0.07 | 0.18 | -0.09 |
| 29 | 0.26 | $-0.44 * * *$ | -0.56 *** | $-0.59 * * *$ | -0.26 | $-0.38 * *$ | -0.44 | -0.50 *** | -0.31 | -0.56 *** | $-0.58 * *$ | $-0.47 * * *$ | $-0.42^{* * *}$ | $-0.57^{* *}$ | $-0.38^{* * *}$ |

Table 3 (continued)

| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 14 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 16 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | 0.67*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 18 | 0.41*** | 0.34* | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 19 | 0.20 | 0.32 | 0.42*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 20 | 0.52*** | 0.51*** | $0.67 * * *$ | 0.44*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 21 | 0.26 | 0.21 | 0.56*** | 0.54*** | 0.61 *** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 22 | 0.71*** | 0.68*** | 0.43*** | 0.18 | 0.66*** | 0.39*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 3 (continued)

| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 23 | 0.67*** | 0.61 *** | $0.48^{* * *}$ | 0.18 | 0.69*** | 0.47*** | 0.79*** | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 24 | 0.71*** | 0.57*** | 0.35** | 0.11 | 0.60*** | 0.33* | $0.78^{* * *}$ | 0.75*** | 0 | 0 | 0 | 0 | 0 | 0 |
| 25 | 0.39 *** | 0.38** | $0.71^{* * *}$ | 0.54*** | 0.82*** | 0.70*** | $0.53^{* * *}$ | 0.56*** | 0.51*** | 0 | 0 | 0 | 0 | 0 |
| 26 | 0.67*** | 0.56*** | 0.42*** | 0.11 | 0.62*** | 0.32 | 0.76*** | 0.75*** | 0.76*** | 0.51*** | 0 | 0 | 0 | 0 |
| 27 | 0.46*** | 0.47*** | 0.63*** | 0.44*** | 0.72*** | 0.43*** | 0.46*** | 0.50*** | 0.39*** | 0.63*** | 0.53*** | 0 | 0 | 0 |
| 28 | 0.32 | 0.49*** | 0.12 | 0.04 | 0.21 | -0.08 | 0.28 | 0.32 | 0.19 | 0.09 | 0.34* | 0.34* | 0 | 0 |
| 29 | -0.61 | -0.42 *** | -0.32 | -0.04 | $-0.40^{* * *}$ | $-0.27$ | $-0.63^{* * *}$ | $-0.60^{* * *}$ | -0.71 *** | $-0.30$ | $-0.57 * *$ | -0.26 | -0.18 | 0 |

1. The second stage is European debt crisis and other local crisis, which is the period during January 2, 2009 to December 31, 2014
2. The significant test for the spatiotemporal correlation coefficient of indices is $Z$ test (the null hypothesis is that the spatiotemporal correlations are random), according to the existing literature (Otsuka and Saito 1965;
Wangdi et al. 2021; Rodriguez-Villamizar et al. 2020). ${ }^{* * * * * *}$, and * represent significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively
3. Indices in developed stock markets include DJI.GI, FTSE.GI, FCHI.GI, GDAXI.GI, SSMI.GI, BFX.GI, AEX.GI, OSEAX.GI, ITLMS.GI, IBEX.GI, OMXS30.ST, TA100.GI, N225.GI, HSI.HI, STI.GI, AORD.GI, NZ50.GI and GSPTSE.GI. Correspondingly, indices in emerging stock markets involve 000001.SH, RTS.GI, TWII.TW, SENSEX.GI, PSI.GI, KLSE.GI, JKSE.GI, KS11.GI, MXX.GI, IBOVESPA.GI and MERV.GI

These results mostly align with those in Table 2. For example, the significance of the two types of coefficients is basically consistent. Some correlation coefficients are not significant when examining time series dependence alone but are highly significant with space and time series dependence. However, the two tables have a notable difference: (1) the number of significant spatiotemporal correlations in Table 3 is greater than that in Table 2, and (2) the coefficients in Table 3 are also larger than that in Table 2. These findings contradict earlier studies, demonstrating that the correlations between assets during severe crises have been stronger than those during relatively minor crisis periods. There are two explanations for this: First, spatial effects tend to be more significant in times of minor crisis, whereas the composite of spatial and temporal correlations becomes stronger versus during the GFC. Second, during a financial crisis, more factors influence stock markets, in particular, subjective and random factors, such as the effects of external random events and investor sentiment, among others (Daniel et al. 1998; Barberis et al. 1998). Thus, the spatiotemporal correlation coefficients during the European debt crisis and other local crises are larger than those during the GFC in this study.

## Robustness tests

Four robustness tests were conducted to verify the rationality of the proposed models: to (1) test other stages of the research sample, (2) test non-equal weights, (3) examine the model results using cluster analysis, and (4) test the index portfolio.

## Test 1: sample replacement test

As the preceding empirical analysis only pertains to Stages 1 and 2 in the research sample, this study will further test the results based on Stages 3 (January 2, 2015-December 30,2016 ) and 4 (January 3, 2017-November 29, 2019). The results are generally consistent with those from Stages 1 and 2: the correlation coefficients between the developed stock markets or between the developed and emerging stock markets are larger and more significant than those between the emerging stock markets. Moreover, the spatiotemporal correlation coefficient of assets during a severe crisis is smaller than that in a comparatively minor period (due to space limitations, all results cannot be presented here).

## Test 2: test with non-equal weights

The spatiotemporal correlation coefficients in Tables 2 and 3 are based on an analysis with equal weights. The results with non-equal weights were computed to achieve clearer conclusions. Several cases involve non-equal weights. The specific test strategies are as follows: (1) let $\beta_{1}=0.8, \beta_{2}=0.1, \beta_{3}=0.1$; (2) let $\beta_{1}=0.1, \beta_{2}=0.8, \beta_{3}=0.1$; and (3) let $\beta_{1}=0.1, \beta_{2}=0.1, \beta_{3}=0.8$, where $\beta_{1}, \beta_{2}$, and $\beta_{3}$ are the absolute distance, growth distance, and fluctuation distance in Model (4), respectively. The changes in the spatiotemporal correlation coefficients based on equal weight coefficients in the three cases determine the distance occupied by the main position. For example, in Case (1), if the coefficient $\beta_{1}$ of the absolute distance was 0.8 but the computed result of Model (4) slightly changed or was nearly equal to that with equal weight, then the absolute distance would have the least impact. Constant testing showed that the non-equally and equally
weighted results were basically consistent. Among the three distances, the fluctuation distance is relatively more important.

The three coefficients are assigned different values and arranged in ascending and descending order, respectively, to achieve more general test results. The result is basically the same as the one mentioned above. The full results are not provided here due to length constraints.
Based on the definition of Formula (5) for the proposed model and previous studies, as well as the result of robustness Test 2, the advantages of the proposed spatiotemporal correlation coefficient model are as follows: (1) it is simple and easy to understand and does not require mastering profound mathematical theories and methods; (2) the process of coefficient calculation is simple and fast, and the weights of the coefficient can also be determined using a fast method.

## Test 3: cluster analysis

Part 1The systematic clustering Ward method was used to compare the cluster analysis results for the spatiotemporal correlation coefficients with the time series correlations. Figs. 1, 2, 3 and 4 show the findings for the spatiotemporal correlation coefficients.
Fig. 1 indicates that, given the six clusters, the aggregation coefficient curves nearly become stable as the number of clusters increases across the four stages. However, the aggregation coefficient curve in Stage 1 is slightly steeper than the other curves (i.e., the stable speed is slightly slower than in the other three stages). Stage 1 covers the GFC, at which time the inter-variable correlations were diverse; thus, the corresponding cluster results would become more complex and the steady speed would slow down. Ultimately, the optimal number of clusters is six.
Figs. 2, 3, 4 and 5 show the detailed cluster results.
The cluster results share the following features: First, all separately classified stock indices fall under the developing markets, whereas the others fall under the developed or developing markets. Second, the classification results are relatively stable; for instance, the 29th stock index is separated as a single category in each of the four stages, and the number of other categories remains significantly identical with the exception of Stage 1. The economic situation in Stage 1 was complex, characterized by violent stock market fluctuations; thus, fluctuation distance has a relatively significant effect on the spatiotemporal correlation coefficient and causes the number of variables in this stage to differ slightly from the other stages. The developing-developed markets or develop-ing-developing markets are divided into subcategories, and the developed-developed markets faced a classification reduction. The cluster results of the spatiotemporal correlations are accordingly realistic.
The cluster results were compared with the findings for the time series correlations to further confirm their rationality (see Fig. 8 in the Appendix). The number of clusters is not stable (i.e., four clusters in Stages 1 and 3 vs. three clusters in Stages 2 and 4). The inconsistency and instability of the time series correlation results are inconducive to risk classification and risk management. Few classifications emerge in Figs. 9, 10, 11 and 12 (see "Appendix"), and some underdeveloped markets are rarely listed separately.


Fig. 1 Number of clusters $k$ with spatiotemporal correlation by stage


Fig. 2 Cluster dendrogram with spatiotemporal correlation in Stage 1. Note The numbers 1, 3, 12, 14, 16, and 23,26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3

However, other underdeveloped markets demonstrate little economic relevance to other countries/areas. If the cluster result is extremely irregular, then effectively distinguishing risks in the future will be impossible. Hence, the risk management of investors will be compromised.


Fig. 3 Cluster dendrogram with spatiotemporal correlation in Stage 2. Note The numbers 1, 3, 12, 14, 16, and 23,26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3


Fig. 4 Cluster dendrogram with spatiotemporal correlation in Stage 3. Note The numbers 1, 3, 12, 14, 16, and 23, 26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3


Fig. 5 Cluster dendrogram with spatiotemporal correlation in Stage 4. Note The numbers 1, 3, 12, 14, 16, and 23, 26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3

Part II The clustering results of the spatiotemporal correlations were compared with the spatial correlation results. First, a spatial correlation test on the 29 indices was conducted, and Table 4 shows the results. (In this test, the local Moran's I proposed by Anselin (1995) was used to measure the spatial correlation.) If the correlation is statistically significant, then further analysis will be conducted. Second, the spatial clustering analysis will be conducted based on the results of the first step of the spatial correlation test.

Based on the results in Table 4, the significance levels of the spatial correlations differ in the four stages. The significance levels in Stage 3 are the lowest perhaps due to the short period of time involved. The spatial correlation cannot be fully displayed

Table 4 Test results of spatial correlation for the 29 indices

| Moran's I in Stage 1 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| -53.76 *** | 22.84*** | 50.94 *** | 37.33 *** | 29.71*** | 4.44 | $46.19{ }^{* * *}$ | 75.73*** | 48.63*** | $-358.77^{* * *}$ |
| 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| $-36.13^{* * *}$ | 85.98*** | 20.85*** | 54.70*** | -488.70*** | $-128.77^{* * *}$ | 26.06*** | $-24.84^{* * *}$ | 29.79*** | 40.69*** |
| 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| 32.88 *** | 83.96 *** | 37.51 *** | 21.42 *** | 63.25*** | $-23.41^{* * *}$ | $-149.37^{* * *}$ | $-107.83 * * *$ | -129.92*** |  |
| Moran's I in Stage 2 |  |  |  |  |  |  |  |  |  |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| -9.36 *** | 3.72 | 21.03*** | $-162.37^{* * *}$ | 24.99*** | 2.34 | 94.65*** | -94.82*** | 40.03*** | 114.88*** |
| 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| 14.37*** | 28.07*** | $12.42^{* * *}$ | 11.10*** | 147.67*** | -20.97 | 5.3 | -4.33 | 6.18 | 9.14 |
| 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| 5.67* | 9.90*** | 6.44* | 5.43 | 6.04* | $-10.55^{* * *}$ | $-55.61{ }^{* * *}$ | $-56.14^{* * *}$ | $-55.12^{* * *}$ |  |
| Moran's I in Stage 3 |  |  |  |  |  |  |  |  |  |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 4.02 | -3.72 | 0.83 | 1.27 | 0.21 | 0.62 | 1.68 | 2.34 | 1.03 | -1.89 |
| 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| 2.62 | 2.64 | 0.68 | $-9.59^{* * *}$ | 7.96** | 5.01 | 0.82 | 5.92* | -1.53 | 1.96 |
| 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| -3.72 | -28.50*** | 5.39 | 0.75 | 1.86 | -0.8 | -4.31 | -3.95 | $32.53 * * *$ |  |
| Moran's I in Stage4 |  |  |  |  |  |  |  |  |  |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 20.09*** | $-9.14^{* * *}$ | $-37.86 * * *$ | $-35.39^{* * *}$ | -0.9 | -8.15 | $-23.28^{* * *}$ | $-19.51^{* * *}$ | 507.03*** | 107.46*** |
| 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| -68.36 *** | $-63.38^{* * *}$ | -18.22*** | $-13.30^{* * *}$ | 102.98*** | 41.40*** | -4.9 | 28.35*** | -7.53 ** | $-21.84^{* * *}$ |
| 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |  |
| $-14.57^{* * *}$ | $-32.92^{* * *}$ | $-17.18^{* * *}$ | -16.79*** | $-9.94^{* * *}$ | 14.69*** | $216.47^{* * *}$ | -99.74*** | $-58.33^{* * *}$ |  |

***, **, * represent the significance levels at $1 \%, 5 \%$ and $10 \%$, respectively
within a short period of time. It needs longer time to show the correlation as compared to the time series correlation. However, the significance levels in the other stages are extremely notable. Therefore, the spatial correlations exist in the stock indices.
Subsequently, the spatial clustering analysis was conducted and compared with that with the spatiotemporal correlations. The cluster results share the following features: First, separately classified stock indices fall under the developed markets, but separately classified coexistent falls under the developed and developing markets in Stage 1, whereas the others fall under the developed or developing markets. This cluster result is an inconsistent and unstable classification. Second, the number of clusters (see Fig. 13 in the Appendix) was compared with the findings for spatiotemporal correlation. The results show that the number is inconsistent (i.e., four clusters in Stages 2 and 3 vs. three clusters in Stages 1 and 4). Third, the cluster scale is extremely uneven (e.g., the clusters in Stages 1 and 4): the largest cluster contains 25 indices, but the smallest only contain 1 index (see Figs. 14, 15, 16, 17 in the Appendix). This result will lead to high misclassification.
Thus, based on the spatiotemporal correlations, the cluster results are more advantageous that those with only spatial correlation or time series correlation.

## Test 4: test of index portfolio

The index portfolio was also tested to further examine the spatiotemporal correlations. The test involves two processes: (1) comparing Sharpe portfolio values with spatiotemporal/time series correlations and (2) calculating the value at risk (VaR) based on the two correlations for portfolio cross validation.
Part I: The Sharpe ratios of the portfolio in different stages were computed: First, the mean value of the logarithmic returns of each variable at each stage was computed, the highest and lowest two returns were eliminated, and their difference was calculated and divided into 50 parts. The 50 parts of returns were set as the target return of the portfolio, and the portfolio weight corresponding to the minimum VaR of the portfolio with the constraint of the target return and a certain confidence level were computed (equal to 0.95 in this study). Second, the command corr2cov in MATLAB was used to calculate the portfolio covariance based on the two correlation coefficients; the 'portstats' command in MATLAB was used to calculate the variance of the portfolio. The portfolio weight and covariance and the mean log return of each stock index are taken as command parameters. Last, the risk-free interest rate was assumed as zero, and the ratio of the excess return to variance was calculated to obtain the Sharpe ratios. Figure 6 shows the computation of the Sharpe portfolio values, and Table 5shows the final results.

To calculate the Sharpe portfolio values more quickly, the correlation type of stock index in return in this part was not included but only in the portfolio volatility risk.
The Sharpe ratios for the spatiotemporal correlations are larger than those for the time series correlations when the ratios are positive. Conversely, when the ratios are negative, the Sharpe ratios for the spatiotemporal correlations are smaller than those for the time series correlations. A positive Sharpe ratio normally leads to a higher index value, greater excess return when taking the unit system risk, and better investment performance. On the contrary, a negative Sharpe ratio indicates that the investment risk associated with


Fig. 6 Computing of Sharpe ratio of the portfolio

Table 5 Sharp ratios of portfolio with different correlations

|  | Stage 1 |  | Stage 2 |  | Stage 3 |  | Stage 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ST | T | ST | T | ST | T | ST | T |
| 1 | -0.0566 | -0.0566 | 0.0005 | 0.0005 | -0.0301 | -0.0301 | -0.0130 | -0.0130 |
| 2 | -0.0570 | -0.0563 | 0.0021 | 0.0021 | -0.0215 | -0.0195 | -0.0113 | -0.0114 |
| 3 | -0.0587 | -0.0580 | 0.0041 | 0.0038 | -0.0206 | -0.0184 | -0.0090 | -0.0090 |
| 4 | -0.0590 | -0.0583 | 0.0061 | 0.0056 | -0.0163 | -0.0147 | -0.0064 | -0.0065 |
| 5 | -0.0598 | -0.0590 | 0.0081 | 0.0075 | -0.0125 | -0.0111 | -0.0034 | -0.0036 |
| 6 | -0.0602 | -0.0594 | 0.0108 | 0.0101 | -0.0081 | -0.0075 | -0.0003 | -0.0003 |
| 7 | -0.0616 | -0.0599 | 0.0131 | 0.0126 | -0.0034 | -0.0033 | 0.0029 | 0.0031 |
| 8 | -0.0643 | -0.0620 | 0.0161 | 0.0153 | 0.0013 | 0.0012 | 0.0062 | 0.0069 |
| 9 | -0.0662 | -0.0635 | 0.0182 | 0.0181 | 0.0058 | 0.0055 | 0.0095 | 0.0109 |
| 10 | -0.0703 | -0.0660 | 0.0211 | 0.0215 | 0.0102 | 0.0097 | 0.0127 | 0.0145 |
| 11 | -0.0660 | -0.0625 | 0.0244 | 0.0251 | 0.0155 | 0.0145 | 0.0153 | 0.0180 |
| 12 | -0.0706 | -0.0656 | 0.0286 | 0.0295 | 0.0202 | 0.0181 | 0.0190 | 0.0223 |
| 13 | -0.0697 | -0.0632 | 0.0341 | 0.0356 | 0.0265 | 0.0225 | 0.0220 | 0.0273 |
| 14 | -0.0710 | -0.0601 | 0.0376 | 0.0368 | 0.0324 | 0.0273 | 0.0250 | 0.0299 |
| 15 | -0.0713 | -0.0575 | 0.0435 | 0.0453 | 0.0374 | 0.0303 | 0.0290 | 0.0341 |
| 16 | -0.0718 | -0.0570 | 0.0454 | 0.0449 | 0.0432 | 0.0335 | 0.0320 | 0.0345 |
| 17 | -0.0718 | -0.0568 | 0.0532 | 0.0515 | 0.0468 | 0.0360 | 0.0350 | 0.0399 |
| 18 | -0.0718 | -0.0558 | 0.0541 | 0.0552 | 0.0526 | 0.0385 | 0.0391 | 0.0415 |
| 19 | -0.0746 | -0.0590 | 0.0560 | 0.0541 | 0.0540 | 0.0415 | 0.0428 | 0.0432 |
| 20 | -0.0710 | -0.0551 | 0.0551 | 0.0507 | 0.0604 | 0.0457 | 0.0458 | 0.0478 |
| 21 | -0.0763 | -0.0587 | 0.0584 | 0.0536 | 0.0595 | 0.0435 | 0.0499 | 0.0475 |
| 22 | -0.0684 | -0.0533 | 0.0554 | 0.0511 | 0.0647 | 0.0447 | 0.0536 | 0.0492 |
| 23 | -0.0746 | -0.0574 | 0.0643 | 0.0553 | 0.0657 | 0.0466 | 0.0574 | 0.0485 |
| 24 | -0.0760 | -0.0583 | 0.0702 | 0.0542 | 0.0678 | 0.0496 | 0.0602 | 0.0525 |
| 25 | -0.0742 | -0.0552 | 0.0692 | 0.0558 | 0.0698 | 0.0513 | 0.0636 | 0.0558 |
| 26 | -0.0674 | -0.0522 | 0.0699 | 0.0574 | 0.0701 | 0.0512 | 0.0657 | 0.0541 |
| 27 | -0.0706 | -0.0544 | 0.0789 | 0.0561 | 0.0708 | 0.0525 | 0.0684 | 0.0517 |
| 28 | -0.0734 | -0.0550 | 0.0738 | 0.0551 | 0.0725 | 0.0534 | 0.0714 | 0.0529 |
| 29 | -0.0682 | -0.0537 | 0.0694 | 0.0559 | 0.0716 | 0.0549 | 0.0747 | 0.0551 |
| 30 | -0.0640 | -0.0502 | 0.0781 | 0.0608 | 0.0750 | 0.0555 | 0.0711 | 0.0529 |
| 31 | -0.0624 | -0.0498 | 0.0777 | 0.0584 | 0.0743 | 0.0562 | 0.0726 | 0.0560 |
| 32 | -0.0666 | -0.0537 | 0.0764 | 0.0564 | 0.0739 | 0.0568 | 0.0756 | 0.0574 |
| 33 | -0.0562 | -0.0460 | 0.0707 | 0.0585 | 0.0758 | 0.0597 | 0.0860 | 0.0708 |
| 34 | -0.0626 | -0.0492 | 0.0741 | 0.0586 | 0.0763 | 0.0606 | 0.0850 | 0.0706 |
| 35 | -0.0581 | -0.0471 | 0.0802 | 0.0602 | 0.0772 | 0.0621 | 0.0736 | 0.0582 |
| 36 | -0.0504 | -0.0442 | 0.0755 | 0.0606 | 0.0760 | 0.0614 | 0.0717 | 0.0573 |
| 37 | -0.0502 | -0.0424 | 0.0772 | 0.0616 | 0.0778 | 0.0628 | 0.0781 | 0.0627 |
| 38 | -0.0456 | -0.0404 | 0.0750 | 0.0616 | 0.0783 | 0.0631 | 0.0663 | 0.0547 |
| 39 | -0.0402 | -0.0367 | 0.0748 | 0.0623 | 0.0771 | 0.0647 | 0.0661 | 0.0559 |
| 40 | -0.0359 | -0.0329 | 0.0724 | 0.0618 | 0.0772 | 0.0656 | 0.0599 | 0.0514 |
| 41 | -0.0406 | -0.0341 | 0.0692 | 0.0611 | 0.0779 | 0.0663 | 0.0552 | 0.0484 |
| 42 | -0.0340 | -0.0297 | 0.0676 | 0.0606 | 0.0789 | 0.0671 | 0.0494 | 0.0447 |
| 43 | -0.0268 | -0.0227 | 0.0655 | 0.0600 | 0.0796 | 0.0681 | 0.0489 | 0.0445 |
| 44 | -0.0252 | -0.0210 | 0.0639 | 0.0592 | 0.0798 | 0.0691 | 0.0519 | 0.0466 |
| 45 | -0.0221 | -0.0188 | 0.0623 | 0.0589 | 0.0797 | 0.0703 | 0.0511 | 0.0461 |
| 46 | -0.0195 | -0.0166 | 0.0609 | 0.0587 | 0.0796 | 0.0715 | 0.0488 | 0.0444 |
| 47 | -0.0165 | -0.0142 | 0.0599 | 0.0582 | 0.0787 | 0.0727 | 0.0408 | 0.0390 |
| 48 | -0.0133 | -0.0116 | 0.0589 | 0.0579 | 0.0778 | 0.0739 | 0.0399 | 0.0383 |
| 49 | -0.0102 | -0.0096 | 0.0581 | 0.0576 | 0.0754 | 0.0751 | 0.0360 | 0.0354 |
| 50 | -0.0073 | -0.0073 | 0.0574 | 0.0574 | 0.0760 | 0.0760 | 0.0332 | 0.0332 |

[^2]the stock indices is higher than the rate of return, and the investment is not feasible. Thus, when the Sharpe ratio of investment is positive, then investors must be careful not to underestimate the return and give up an investment opportunity. However, when the Sharpe ratio is negative, then it is important for investors to consider investment risks to avoid potential losses. Therefore, the investment Return can be underestimated when the investment return is positive, while the risk tends to be underestimated when the return is negative. Thus, a model based on the spatiotemporal correlations is more practical and can offer investors more prudent guidance.

## Part II: Portfolio cross-test

In this part, stock index returns are considered to be time series related or spatiotemporal related, considering the correlation of fluctuation of the return as well, to predict the portfolio risk (taking VaR as the measure of the risk) and further prove the advantage of the spatiotemporal correlation. If the stock index returns are time series related, then the returns are obtained using panel data model regression; however, if the stock index returns are spatiotemporal related, then the returns are obtained using spatial panel data models.

The calculation process is as follows: First, the panel data in each stage was divided into two parts. The first part (about $1 / 3$ of the total) was used as the training set for regression to solve the coefficients for the independent variables in the model; the second part was used as a test set employed the coefficients of the independent variables to predict the stock index return. Second, the portfolio return and variance of the stock indices were calculated. The portfolio variance was still obtained from the portstats command in MATLAB as shown in Fig. 6 by taking portfolio return, investment weight, and portfolio covariance as input parameters. To calculate the covariance, the time series/spatiotemporal correlation coefficient at each stage shown above was used as the correlation coefficient, and the standard deviation of each stock index was calculated based on the predicted return series. Third, the VaR of the stock index portfolio under a certain confidence was calculated, and then the results of VaR were compared with the actual data to prove the correlation that is more accurate in predicting the investment risk. To calculate the VaR, the returns were assumed to follow a normal distribution, and $V a R_{\alpha}=\hat{u}+\phi^{-1}(\alpha) \times \sqrt{\hat{\sigma}_{\text {port }}^{2}}$ was applied, where $\hat{u}$ is the predicted portfolio return, $\phi^{-1}(\alpha)$ is the $\alpha$-quantile inverse probability distribution function under the standard normal distribution, and $\hat{\sigma}_{\text {port }}^{2}$ is the predicted portfolio variance. The next section explains the process more clearly.

## Model setting

For the panel data model regression, the stock index return was taken as the dependent variable and some commonly used macroeconomic variables as the independent variable. The model of the formula is as follows:

$$
\begin{equation*}
r_{i, t}=\beta_{0}+\beta_{1} \Delta G D P_{i, t}+\beta_{2} \Delta C P I_{i, t}+\beta_{3} \Delta R E_{i, t}+\beta_{4} \Delta E x R_{i, t}+\beta_{5} \Delta \operatorname{Trade}_{i, t}+\varepsilon_{i, t} . \tag{5}
\end{equation*}
$$

In Model (5), $r_{i, t}$ is the return, $\Delta G D P_{i, t}$ is the change rate of gross domestic product, $\Delta C P I_{i, t}$ is the change rate of consumer price index, $\Delta R E_{i, t}$ is the change rate of international reserve, $\Delta E x R_{i, t}$ is the change rate of exchange rate, and $\Delta \operatorname{Trade}_{i, t}$ is the change rate for the level of import and export trade. In addition, $\varepsilon_{i, t}$ is the residual term and $\beta_{0}$ is the intercept term. In most of the above variables, the subscript is the value corresponding to index $i$ at time $t$. The data of the macro explanatory variables were obtained from the World Bank.
As for the spatial panel data models, the spatial lag regression model with a fixed effect was selected as the basis for calculating the stock index based on the spatial model test method proposed by LeSage and Pace (2009). The model can be represented as

$$
\begin{equation*}
r_{i, t}=\beta_{0}+k \sum_{j=1, j \neq i}^{N} w_{i j} r_{j, t}+\beta_{1} \Delta G D P_{i, t}+\beta_{2} \Delta C P I_{i, t}+\beta_{3} \Delta R E_{i, t}+\beta_{4} \Delta E x R_{i, t}+\beta_{5} \Delta \operatorname{Trade}_{i, t}+\varepsilon_{i, t} . \tag{6}
\end{equation*}
$$

where, in Model (6), $w_{i j}$ is the spatial weight based on the distance of exchange rate level between two indices and $k$ is the coefficient of spatial effect from $j$ to $i$. Model (5) shows the other variables and symbols. The relevant spatiotemporal econometric models, such as that from Song et al. (2011) or Zhu et al. (2013), were applied to estimate the return, and the portfolio return for the VaR with the spatiotemporal correlations was calculated. However, since estimating the parameter for the spatiotemporal econometric model is somewhat challenging and article space is limited, we would have struggled to explain the computing process clearly.

## Model analysis

In this part, the cross-test assumes that each stock index is invested with the same weight. Then, the VaR calculation results based on the two correlation coefficients were obtained (see Table 6 and Fig. 7).
Table 6 shows that the VaR forecasting results with spatiotemporal correlation corresponds to higher p values in general. For example, in Stage 1? p values in the UC and CC tests of VaR based on the spatiotemporal correlation is a little lower than that with the time series correlation, but the p value in the IND test far exceeds that with the time series correlation. This scenario also occurs in Stage 2. In Stage 3, the p value with a spatiotemporal correlation in the IND test is also higher than that with the time series correlation when the values of the other UC and CC tests are the same. In Stage 4, p values in the UC and CC tests with the spatiotemporal correlation exceed those with the time series correlation, but the p values in the IND test is lower than that with the time series correlation. The findings imply that portfolio risk prediction is more accurate when using the spatiotemporal correlation coefficient.

The VaR prediction results in the four stages were compared with the actual portfolio returns to achieve clearer results. In Fig. 7, the blue line is the VaR based on the time series correlation, the green line is the VaR based on the spatiotemporal correlation, and the red line are the actual portfolio returns. In most cases, the green line is below the blue one. Combined with the results in Table 6, the traditional VaR forecasting method based on the time series correlation underestimates the portfolio

Table 6 VaR forecasting results based on the two correlations (Christoffersen test (Christoffersen, 1998))

| Backtesting | Confidence level | VaR <br> forecasting <br> with time <br> series <br> correlation | VaR <br> forecasting with spatiotemporal correlation | Backtesting | Confidence level | VaR <br> forecasting <br> with time <br> series <br> correlation | VaR <br> forecasting with spatiotemporal correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stage 1 |  |  |  | Stage 3 |  |  |  |
| UC | 0.95 | 0.3055 | 21.6723 | UC | 0.95 | 61.7318 | 17.7670 |
|  |  | (0.5805) | (0.0000) |  |  | (0.0000) | (0.0000) |
| IND | 0.95 | 2.7388 | 0.024 | IND | 0.95 | 9.9949 | 6.0112 |
|  |  | (0.0979) | (0.8768) |  |  | (0.0016) | (0.0142) |
| CC | 0.95 | 3.0443 | 21.6963 | CC | 0.95 | 71.7267 | 23.7782 |
|  |  | (0.2182) | (0.0000) |  |  | (0.0000) | (0.0000) |
| Stage 2 |  |  |  | Stage 4 |  |  |  |
| UC | 0.95 | 0.0918 | 85.3128 | UC | 0.95 | 11.4028 | 0.0069 |
|  |  | (0.7619) | (0.0000) |  |  | (0.0007) | (0.9336) |
| IND | 0.95 | 5.4974 | 0.0080 | IND | 0.95 | 0.4184 | 4.8701 |
|  |  | (0.019) | (0.9286) |  |  | (0.5177) | (0.0273) |
| CC | 0.95 | 5.5892 | 85.3208 | CC | 0.95 | 11.8212 | 4.8770 |
|  |  | (0.0611) | (0.0000) |  |  | (0.0027) | (0.0873) |

The table presents significance $p$ values and their corresponding statistics in the VaR backtesting examination. Where, the statistical values are outside the brackets, and the $p$ values are inside the brackets. The lower statistics (higher $p$-values) in the UC, IND, and CC tests, the better results are. According to Kupiec (1995) and Candelon et al. (2011), the forecasting results cannot be rejected if significance of $p$ values are bigger than 0.05
risk because the VaR based on the spatiotemporal correlation involves more factors, in particular, the portfolio return, considering the effects from the other indices. In Stage 4, the green line is a little above the blue line because, in this relative stable stage, the impact from the other indices is weaken, and then the two lines are closer in values.

In addition, (1) the forecasting line tends to be a straight line, while the fluctuation of the actual portfolio returns are significantly. This is because in the VaR forecasting process, the return of portfolio is basically only affected by macro variables, which change little in a short period of time but basically once a year. Therefore, the change of portfolio return and the fluctuation of the VaR forecasting result are minimal. (2) The VaR prediction results based on the spatiotemporal correlation may occasionally be affected by external time, and several points of the predicted values are extremely high. In future studies, these noise interference points will be removed. (3) Due to space limitations, only the VaR prediction results at the $95 \%$ confidence level are shown in this study. In fact, the prediction conclusion is still valid under the confidence level of $97.5 \%$ or $99 \%$. Meanwhile, in the case of minimum portfolio risk and maximum return, the VaR performance based on the proposed spatiotemporal correlation coefficient is still better than that with the time series correlation.


Fig. 7 The comparing performance of VaR in different Stages

Furthermore, although method to compute the portfolio variance (see Gong and Weng 2016) already exists, the variance of the spatiotemporal correlation regression model and other relevant parameters still needs to be examined first. The traditional method is more time-consuming, laborious, and difficult to understand compared to using the spatiotemporal correlation coefficient in this study. Meanwhile, the spatial correlation coefficient (e.g., Morans I), which is often used as a measure of spatial correlation, is only a qualitative judgment, and spatial dependence cannot depict one-to-one correlations but instead reveals many-to-one relationships. Thus, no studies have proven that it can be directly involved in the calculation process of covariance. Therefore, the proposed correlation has strong theoretical and practical significance.

## Implications for risk management

Based on the proposed model of spatiotemporal correlation coefficients, correlations can be quickly estimated to determine the investment risks and performance in advance. For example, upon obtaining the values of the three distances, each distance must be normalized within the interval of [ 0,2 ]. The spatiotemporal correlation can be determined after confirming the weight of each distance. A reasonable asset allocation strategy can then be swiftly conducted. This expedited decision-making approach is particularly important under the circumstances of financial global integration; the risk of such integration will be extensive, calling for more rapid decisions.

Furthermore, because the proposed model can rapidly assess risks without requiring tedious regression analysis or other methods such as complex neural networks (Hossen et al. 2015; Cheng and Wang 2009; Huang et al. 2016; Zedda and Cannas 2020; Siller 2013), governments can classify investment risks into levels according to spatiotemporal correlation coefficients to determine risk protection. In addition, investment institutions or individual investors can devise a fast portfolio strategy by computing the VaR with spatiotemporal correlations.
Meanwhile, based on spatiotemporal correlations, investors, financial institutions, and financial management departments can perform stress tests on investment risks. When using VaR scenario construction, which considers the relevance between a pair of risk factors, the spatiotemporal correlations of risk factors can be simulated in various scenarios to evaluate the possible effects of extreme risks on portfolio value. Investors can then confirm their risk tolerance, and financial institutions can reserve sufficient risk margins to cope with extreme events. Therefore, the spatiotemporal correlation analysis allows individual investors or financial institutions to make more accurate assessments, grasp the effects of extreme periods, and enhance risk management effectiveness and reliability.

In addition, given that the fluctuation distance of economic data is relatively more important when modeling spatiotemporal correlation, investors can prioritize this distance or only examine it when investing during crises. The spatiotemporal correlation model implies that a rough evaluation of the fluctuation distance and distance weight can estimate spatiotemporal correlation values. Investors can then judge which type of
correlation, such as a time series correlation or spatial correlation, plays a key role in risks. They can then assess and reduce risks more effectively.

The clustering based on the spatiotemporal correlation coefficient described above has more types, and the scale of each type is relatively balanced. Therefore, if the risk is classified based on the spatiotemporal correlation coefficient, then the result would be more reasonable, which is conducive to the scientific prediction of risks. In addition, a cluster analysis based on spatiotemporal correlation coefficient can optimize the selection of portfolio.

The proposed spatiotemporal model can also be extended by incorporating other viable factors, such as investors' preferences, into the model. Thus, the proposed approach can be adapted to realistic situations. Such flexibility renders the model especially useful for international investment under complex circumstances. Moreover, the proposed correlation coefficient can be applied not only to financial investment or risk fields but also to other fields, such as industrial and commercial enterprises, risk management enterprises, regional economic management, insurance industry premium determination, etc.

## Conclusions and future research directions

This study presents an adaptive measurement model of spatiotemporal correlation coefficients based on the clustering theory. The proposed method combines information regarding absolute distance, incremental distance, and fluctuation distance. An empirical analysis of the spatiotemporal correlations for stock indices is conducted based on the proposed model. The results show that, first, the spatiotemporal correlation coefficient with adaptive distance is feasible; it depicts various sources of risks and is readily applicable. Second, with regard to financial markets, spatiotemporal correlations during developed markets are usually higher but are lower in crisis. Spatiotemporal correlations with non-equal distance weights are also often higher than those with equal weights if the weight of the fluctuation distance is lower than 0.33 . However, if the spatiotemporal correlation model contains only one type of distance, then the spatiotemporal correlations are often lower than those with equal distance weights (except for the fluctuation distance, which plays a relatively more important role). Last, the clustering results are more diverse and detailed with spatiotemporal correlations, thereby facilitating accurate risk management and control.
However, several model features need to be further examined: (1) when using the model, various distances must be mapped into the range of [ 0,2 ] according to the lemma (see "Design and measurement of spatiotemporal correlation" section); (2) the model is expandable, that is, other information can be added, which makes the model amenable to actual situations; and (3) the applicability of the model in other scenarios should be tested. For example, this study uses low-frequency data; therefore, more studies must be conducted to examine if the models are applicable in high-frequency data.

## Appendix

See Figs. 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17.



Fig. 9 Cluster dendrogram with time series correlation in stage 1

Cluster Dendrogram


Fig. 10 Cluster dendrogram with time series correlation in stage 2


Fig. 11 Cluster dendrogram with time series correlation in stage 3


Fig. 12 Cluster dendrogram with time series correlation in stage 4


Fig. 13 Number of clusters $k$ with spatial correlations (Moran's I) by stage
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Fig. 14 Cluster dendrogram with spatial correlations in Stage 1. Note The numbers 1, 3, 12, 14, 16, and 23, 26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3


Fig. 15 Cluster dendrogram with spatial correlations in Stage 2. Note The numbers 1, 3, 12, 14, 16, and 23, 26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3


Fig. 16 Cluster dendrogram with spatial correlations in Stage 3 . Note The numbers 1, 3, 12, 14, 16, and 23, 26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3


Fig. 17 Cluster dendrogram with spatial correlations in Stage 4. Note The numbers 1, 3, 12, 14, 16, and 23, 26 denote stock indices in developed markets; the remaining numbers denote indices in developing markets, according to Tables 2 and 3

See Schedules 7 and 8.
Schedule 7 Time series correlation coefficients for 29 indices with equal weights (Stage 1) Source: All data is from the Wind Financial Database of China

| Ordinal Index | $\begin{aligned} & 1 \\ & \text { DاJ.GI } \end{aligned}$ | $\begin{aligned} & 2 \\ & 000001 . S H \end{aligned}$ | 3 <br> FTSE.GI | 4 <br> FCHI.GI | 5 <br> GDAXI.GI | 6 <br> SSMI.GI | $\begin{aligned} & 7 \\ & \text { BFX.GI } \end{aligned}$ | 8 <br> AEX.GI | 9 <br> OSEAX.GI | $10$ <br> ITLMS.GI | $\begin{aligned} & 11 \\ & \text { IBEX.GI } \end{aligned}$ | $12$ <br> OMXS30.ST | 13 RTS.GI | $14$ <br> TA100.GI | 15 <br> N225.GI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0.78*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0.97*** | 0.72*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0.94*** | 0.7*** | 0.98*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0.97*** | 0.83*** | 0.96*** | 0.94*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0.88*** | 0.63*** | 0.94*** | 0.98*** | 0.88*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0.94*** | $0.67^{* * *}$ | 0.98*** | 0.99*** | 0.91*** | 0.97*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | $0.98{ }^{* * *}$ | $0.73^{* * *}$ | 0.99*** | 0.98*** | 0.96*** | 0.94*** | 0.98*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0.95*** | 0.7*** | 0.95*** | 0.9*** | 0.94*** | 0.83*** | 0.89*** | 0.96*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0.9*** | 0.64*** | 0.95*** | 0.99*** | 0.88*** | 0.99*** | 0.99*** | 0.96*** | 0.84*** | 1 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0.95*** | 0.76*** | 0.97*** | 0.97*** | 0.95*** | 0.93*** | 0.96*** | 0.97*** | 0.92*** | 0.94*** | 1 | 0 | 0 | 0 | 0 |
| 12 | 0.9*** | 0.64*** | 0.94*** | 0.98*** | 0.88*** | 0.98*** | 0.97*** | 0.96*** | 0.85*** | 0.99*** | 0.93*** | 1 | 0 | 0 | 0 |
| 13 | 0.85*** | 0.66*** | 0.82*** | 0.72*** | 0.83*** | 0.62*** | 0.74*** | 0.82*** | 0.92*** | 0.66*** | 0.81*** | 0.64*** | 1 | 0 | 0 |
| 14 | 0.96*** | 0.81*** | 0.94*** | 0.9*** | 0.97*** | 0.83*** | 0.88*** | 0.94*** | 0.96*** | 0.85*** | 0.93*** | 0.83*** | 0.89*** | 1 | 0 |
| 15 | 0.89*** | 0.58*** | 0.94*** | 0.97*** | 0.87*** | 0.98*** | 0.97*** | 0.95*** | 0.87*** | 0.98*** | 0.92*** | 0.98*** | 0.68*** | 0.85*** | 1 |
| 16 | 0.8*** | 0.84*** | $0.74^{* * *}$ | 0.64*** | 0.82*** | 0.53*** | 0.62*** | 0.72*** | 0.81*** | 0.55*** | 0.76*** | 0.53*** | 0.87*** | 0.85*** | 0.54*** |
| 17 | 0.95*** | 0.77*** | 0.91*** | 0.85*** | 0.91*** | 0.77*** | 0.87*** | 0.92*** | 0.94*** | 0.8*** | 0.9*** | 0.82*** | 0.89*** | 0.92*** | 0.8*** |
| 18 | 0.76*** | 0.82*** | 0.69*** | 0.6*** | 0.78*** | 0.49*** | 0.58*** | 0.67*** | 0.73*** | 0.51*** | 0.72*** | 0.47*** | $0.82 * * *$ | 0.82*** | 0.47*** |
| 19 | 0.93*** | 0.82*** | 0.93*** | 0.94*** | 0.95*** | 0.91*** | 0.92*** | 0.93*** | 0.86*** | 0.91*** | 0.94*** | 0.9** | 0.71*** | 0.92*** | 0.88*** |
| 20 | 0.91*** | 0.86*** | 0.9 ${ }^{* * *}$ | 0.86*** | 0.94*** | 0.77*** | 0.85*** | 0.88*** | 0.88*** | 0.8*** | 0.9*** | 0.78*** | 0.85*** | 0.95*** | $0.77 * *$ |
| 21 | 0.74*** | 0.78*** | $0.66^{* * *}$ | 0.54*** | 0.76*** | 0.42*** | 0.54*** | 0.64*** | 0.76*** | 0.45*** | 0.66*** | 0.42*** | 0.87*** | 0.82*** | 0.44*** |
| 22 | 0.86*** | 0.84*** | 0.78*** | 0.7*** | 0.88*** | 0.59*** | 0.68*** | 0.79*** | 0.87*** | 0.61*** | 0.78*** | 0.63*** | 0.84*** | 0.89*** | 0.62*** |
| 23 | 0.98*** | 0.8*** | 0.97*** | 0.93*** | 0.98*** | 0.87*** | 0.92*** | 0.97*** | 0.97*** | 0.89*** | 0.95*** | 0.89*** | 0.87*** | 0.97*** | 0.89*** |
| 24 | 0.97*** | 0.82*** | 0.97*** | 0.95*** | 0.98*** | 0.91*** | 0.94*** | 0.97*** | 0.94*** | 0.91 *** | 0.97*** | 0.9*** | 0.83*** | 0.97*** | $0.9{ }^{* * *}$ |
| 25 | 0.91*** | 0.72*** | 0.95*** | 0.99*** | 0.91*** | 0.98*** | 0.97*** | 0.96*** | 0.85*** | 0.98*** | 0.95*** | 0.98*** | 0.66 *** | 0.87*** | 0.96*** |
| 26 | 0.9*** | 0.6*** | 0.87*** | 0.78*** | 0.86*** | 0.7*** | 0.8*** | 0.87*** | 0.96*** | 0.72*** | 0.81*** | 0.72*** | 0.94*** | 0.91*** | 0.76*** |
| 27 | 0.93*** | 0.7*** | 0.89*** | 0.82*** | 0.89*** | 0.72*** | 0.83*** | 0.89*** | 0.93*** | 0.75*** | 0.85*** | 0.78*** | 0.88*** | 0.9*** | 0.77*** |
| 28 | 0.64*** | 0.59*** | 0.55*** | 0.39*** | 0.63*** | 0.25 *** | 0.4*** | 0.53*** | 0.71*** | 0.28*** | 0.53*** | 0.29*** | 0.85*** | 0.7*** | 0.31*** |
| 29 | 0.95*** | 0.71*** | 0.94*** | 0.89*** | 0.92*** | 0.81*** | 0.9*** | 0.94*** | 0.96*** | 0.85*** | 0.93*** | 0.83*** | 0.93*** | 0.94*** | 0.85*** |

Schedule 7 (continued)

| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 14 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 16 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | 0.84*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 18 | 0.95*** | 0.76*** | $1^{* * *}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 19 | 0.75*** | 0.86*** | 0.73*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 20 | $0.84 * * *$ | 0.88*** | 0.85*** | 0.91*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 21 | 0.93*** | 0.78*** | 0.94*** | $0.68^{* * *}$ | 0.85*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 22 | 0.92 *** | 0.91 *** | 0.86*** | 0.79*** | 0.87*** | 0.89*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Schedule 7 (continued)

| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 23 | 0.83*** | 0.95*** | 0.77 *** | 0.93*** | 0.93*** | 0.76*** | 0.88*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 24 | 0.81*** | 0.92*** | 0.77*** | 0.96*** | 0.93*** | 0.73*** | 0.85*** | 0.98*** | 1 | 0 | 0 | 0 | 0 | 0 |
| 25 | 0.61 *** | 0.83*** | 0.57*** | 0.95*** | 0.83*** | 0.5*** | 0.67*** | 0.91*** | 0.94*** | 1 | 0 | 0 | 0 | 0 |
| 26 | 0.79*** | 0.9*** | $0.73^{* * *}$ | 0.74*** | 0.83*** | 0.79*** | 0.84*** | 0.91*** | 0.86*** | 0.72*** | 1 | 0 | 0 | 0 |
| 27 | 0.8*** | 0.94*** | $0.71^{* * *}$ | 0.8*** | 0.86*** | 0.78*** | 0.89*** | 0.93*** | 0.87*** | 0.76*** | 0.93*** | 1 | 0 | 0 |
| 28 | 0.86*** | $0.73^{* * *}$ | 0.82*** | 0.47*** | 0.69*** | 0.91*** | 0.84*** | 0.66*** | 0.59*** | 0.32*** | 0.8*** | 0.78*** | 1 | 0 |
| 29 | 0.81*** | $0.94 * * *$ | 0.76*** | 0.87*** | 0.9*** | 0.79*** | 0.84*** | 0.96*** | 0.93 *** | 0.84*** | 0.94*** | 0.94*** | 0.72*** | 1 |

1. The first stage is global financial crisis which refers to the period January 4, 2007 to December 31, 2008
2." '",* represent the significance levels at $\%, 5 \%$ and $10 \%$, respectively
Correspondingly, indices in emerging stock markets involve OOOOO1.SH, RTS.GI, TWII.TW, SENSEX.GI, PSII.GI, KLSE.GI, JKSE.GI, KS11.GI, MXX.GI, IBOVESPA.GI and MERV.GI
Schedule 8 Time series correlation coefficients for 29 indices with equal weights (Stage 2) Source: All data is from the Wind Financial Database of China

| Ordinal Index | 1 DIJ.GI | $\begin{aligned} & 2 \\ & \text { 000001.SH } \end{aligned}$ | 3 <br> FTSE.GI | 4 <br> FCHI.GI | $5$ <br> GDAXI.GI | $6$ <br> SSMI.GI | $\begin{aligned} & 7 \\ & \text { BFX.GI } \end{aligned}$ | 8 <br> AEX.GI | $9$ <br> OSEAX.GI | $10$ <br> ITLMS.GI | $11$ <br> IBEX.GI | $12$ <br> OMXS30.ST | $13$ <br> RTS.GI | $14$ <br> TA100.GI | 15 <br> N225.GI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | -0.51 *** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | $0.94 * * *$ | $-0.37^{* * *}$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | $0.72^{* * *}$ | $-0.03^{* * *}$ | 0.81*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0.97*** | $-0.44^{* * *}$ | 0.95*** | 0.84*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | $0.91^{* * *}$ | $-0.35 * * *$ | $0.9{ }^{* * *}$ | $0.87^{* * *}$ | 0.94*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0.81*** | $-0.09 * * *$ | 0.86*** | 0.96*** | 0.89*** | 0.92*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0.88*** | $-0.21^{* * *}$ | 0.94*** | 0.93*** | 0.94*** | 0.93*** | 0.97*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0.97*** | $-0.42^{* * *}$ | 0.95*** | 0.81 *** | 0.98*** | 0.91*** | 0.88*** | 0.93*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0.03 | 0.52*** | 0.17*** | 0.68*** | 0.21*** | 0.31*** | 0.57*** | 0.43*** | 0.19*** | 1 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0.01 | 0.58*** | 0.14*** | 0.63*** | 0.17*** | 0.28*** | 0.53*** | 0.39*** | 0.17*** | 0.96*** | 1 | 0 | 0 | 0 | 0 |
| 12 | 0.94*** | -0.31 *** | 0.96*** | 0.86*** | 0.97*** | 0.93*** | $0.93 * * *$ | 0.97*** | 0.97*** | 0.26*** | 0.24*** | 1 | 0 | 0 | 0 |
| 13 | $0.12^{* * *}$ | 0.25*** | 0.36*** | 0.23*** | 0.15*** | -0.01 | $0.19^{* * *}$ | 0.29*** | 0.2*** | 0.14*** | $0.13^{* * *}$ | 0.25*** | 1 | 0 | 0 |
| 14 | 0.79*** | -0.04 | 0.88*** | 0.84*** | 0.84*** | 0.79*** | 0.9*** | 0.93*** | 0.86*** | 0.41*** | 0.4*** | 0.91*** | 0.48*** | 1 | 0 |
| 15 | $0.84 * * *$ | $-0.29^{* * *}$ | $0.78{ }^{* * *}$ | 0.82*** | 0.87*** | $0.94 * * *$ | 0.86*** | $0.83 * * *$ | 0.83*** | 0.33 *** | $0.32{ }^{* * *}$ | $0.84^{* * *}$ | $-0.16^{* * *}$ | $0.68^{* * *}$ | 1 |
| 16 | 0.68*** | $0.11^{* * *}$ | 0.82*** | 0.82*** | 0.75*** | 0.72*** | 0.84*** | 0.86*** | 0.76*** | 0.46*** | 0.46*** | 0.83*** | 0.57*** | 0.9*** | 0.6*** |
| 17 | $0.73^{* * *}$ | 0.06** | 0.84*** | 0.83*** | 0.79*** | 0.72*** | 0.87*** | 0.88*** | 0.82*** | 0.46*** | 0.46*** | 0.87*** | 0.55*** | 0.95*** | 0.64*** |
| 18 | $0.87 * * *$ | $-0.16^{* * *}$ | 0.86*** | 0.81 *** | 0.89*** | 0.87*** | 0.91 *** | $0.92{ }^{* * *}$ | 0.92*** | 0.32*** | 0.34*** | 0.93*** | $0.2{ }^{* * *}$ | 0.9*** | 0.8*** |
| 19 | 0.96*** | $-0.58^{* * *}$ | 0.91*** | 0.6*** | 0.91*** | 0.85*** | 0.71*** | 0.79*** | 0.91*** | $-0.14^{* * *}$ | $-0.15^{* * *}$ | 0.89*** | $0.11^{* * *}$ | 0.71*** | 0.76*** |
| 20 | 0.95*** | $-0.49^{* * *}$ | 0.96*** | 0.67*** | 0.93*** | 0.82*** | 0.76*** | 0.86*** | 0.94*** | -0.02 | -0.04* | 0.93*** | 0.33*** | 0.83*** | 0.71*** |
| 21 | 0.94*** | $-0.49^{* * *}$ | 0.92*** | 0.58*** | 0.88*** | 0.78*** | 0.7*** | 0.79*** | 0.9*** | $-0.13^{* * *}$ | $-0.14^{* * *}$ | 0.89*** | 0.3*** | 0.78*** | 0.66*** |
| 22 | 0.75*** | $-0.19^{* * *}$ | 0.85*** | 0.59*** | 0.75*** | 0.58*** | 0.65*** | 0.76*** | 0.77*** | 0.05** | 0.05* | 0.8*** | 0.69*** | 0.83*** | 0.43*** |
| 23 | 0.79*** | $-0.12^{* * *}$ | 0.9*** | 0.72*** | 0.8*** | 0.74*** | 0.79*** | 0.86*** | 0.82*** | 0.19*** | 0.18*** | 0.88*** | 0.58*** | $0.9{ }^{* * *}$ | 0.59*** |
| 24 | 0.83*** | $-0.11^{* * *}$ | 0.9 ${ }^{* * *}$ | $0.94 * * *$ | 0.89*** | 0.92*** | 0.96*** | 0.96*** | 0.89*** | 0.5*** | $0.48^{* * *}$ | $0.92{ }^{* * *}$ | 0.29*** | 0.91*** | $0.84^{* * *}$ |
| 25 | 0.96*** | -0.5 *** | 0.89*** | 0.75*** | 0.96*** | 0.95*** | 0.84*** | 0.86*** | 0.94*** | 0.11*** | 0.09*** | 0.91*** | $-0.06^{* *}$ | 0.73*** | 0.91*** |
| 26 | 0.85*** | $-0.15^{* * *}$ | 0.9 ${ }^{* * *}$ | 0.82*** | 0.88*** | 0.79*** | 0.89*** | $0.92{ }^{* * *}$ | 0.92*** | 0.35*** | 0.35*** | 0.93*** | 0.43*** | $0.94 * * *$ | 0.7*** |
| 27 | 0.9 ${ }^{* * *}$ | $-0.42^{* * *}$ | 0.92*** | 0.59*** | 0.85*** | 0.77*** | 0.69 *** | 0.81*** | 0.88*** | $-0.09^{* * *}$ | -0.1 *** | 0.87*** | 0.4*** | 0.8*** | 0.61*** |
| 28 | $-0.17^{* * *}$ | 0.6*** | 0.08*** | 0.16 *** | $-0.11^{* * *}$ | $-0.12^{* * *}$ | 0.13*** | 0.15*** | -0.04 | 0.39*** | $0.41^{* * *}$ | 0.05** | 0.74*** | 0.34*** | $-0.28 * * *$ |
| 29 | 0.83*** | $-0.27^{* * *}$ | 0.73*** | 0.74*** | 0.84*** | 0.84*** | $0.84^{* * *}$ | 0.81*** | 0.87*** | 0.3*** | 0.32*** | 0.84*** | $-0.09^{* * *}$ | $0.73^{* * *}$ | 0.85*** |

Schedule 8 (continued)

| Ordinal | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI | JKSE.GI | KS11.GI | STI.GI | AORD.GI | NZ50.GI | GSPTSE.GI | MXX.GI | IBOVESPA.GI | MERV.GI |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 14 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 16 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | 0.92*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 18 | 0.83*** | 0.88*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 19 | $0.63^{* * *}$ | 0.65*** | 0.81 *** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 20 | 0.75*** | 0.78*** | 0.84*** | 0.95*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 21 | 0.7*** | 0.74*** | 0.83*** | 0.97*** | 0.97*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 22 | 0.83*** | 0.85*** | 0.73*** | 0.74*** | 0.86*** | 0.85*** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Schedule 8 (continued)

| Ordinal | $\mathbf{1 6}$ | $\mathbf{1 7}$ | $\mathbf{1 8}$ | $\mathbf{1 9}$ | $\mathbf{2 0}$ | $\mathbf{2 1}$ | $\mathbf{2 2}$ | 23 <br> Index | HSI.HI | TWII.TW | SENSEX.GI | PSI.GI | KLSE.GI |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

1. The second stage is European debt crisis and other local crisis, which is the period during January 2, 2009 to December 31, 2014
2. ${ }^{* * *},{ }^{* *}$, ${ }^{*}$ represent the significance levels at $1 \%, 5 \%$ and $10 \%$, respectively
3. Indices in developed stock markets include DJI.GI, FTSE.GI, FCHI.GI, GDAXI.GI, SSMI.GI, BFX.GI, AEX.GI, OSEAX.GI, ITLMS.GI, IBEX.GI, OMXS30.ST, TA100.GI, N225.GI, HSI.HI, STI.GI, AORD.GI, NZ50.GI and GSPTSE.GI. Correspondingly, indices in emerging stock markets involve 000001.SH, RTS.GI, TWII.TW, SENSEX.GI, PSI.GI, KLSE.GI, JKSE.GI, KS11.GI, MXX.GI, IBOVESPA.GI and MERV.GI

## Acknowledgements

We would like to acknowledge the anonymous reviewers for their constructive comments. In addition, we appreciate the assistance of Financial Innovation journal.

## Author contributions

GM: Initiated the subject, contributed to the methodologies and review of literature, Write and proofread the drafts. CT: co-Initiated the subject, Analyzed the data in matlab and interpretation and discussion of results. WZ and XY: Editing of the manuscripts and contributed to the discussion of the results. All the authors read and approved the final manuscript.

## Funding

The paper is supported by International (Regional) Cooperation and Exchange Project (71720107002), the National Natural Science Foundation of China (Nos. 72161001 and 71963001), Guangxi Natural Science Fund (2018GXNSFBA050012), Key Research Base of Humanities and Social Sciences in Guangxi Universities Guangxi Development Research Strategy Institute (2021GDSIYB04, 2022GDSIYB08) and Project of Guangzhou Financial Service Innovation and Risk Management Research Base (No. PTJS202204).

## Availability of data and materials

The dataset on which the conclusions of the manuscript rely is a secondary data and it will be made available upon request.

## Declarations

## Competing interests

The authors report no conflicts of interest. The authors alone are responsible for the content and writing of the paper.
Received: 27 December 2021 Accepted: 7 December 2022
Published online: 09 January 2023

## References

Anselin L (1995) Local indicators of spatial association-LISA. Geogr Anal 27(2):93-115
Arnold M, Stahlberg S, Wied D (2013) Modeling different kinds of spatial dependence in stock returns. Empir Econ 44(2):761-774
Asgharian H, Hess W, Liu L (2013) A spatial analysis of international stock market linkages. J Bank Financ 37(12):4738-4754
Barberis N, Shleifer A, Vishny R (1998) A model of investor sentiment. J Financ Econ 49:307-343
Baumöhl E, Kočenda E, Lyócsa Š, Výrost T (2018) Networks of volatility spillovers among stock markets. Phys A 490:1555-1574
Bekiros S, Nguyen DK, Sandoval Junior L, Uddin GS (2017) Information diffusion, cluster formation and entropy-based network dynamics in equity and commodity markets. Eur J Oper Res 256(3):945-961
Böttcher B, Keller-Ressel M, Schilling RL (2019) Distance multivariance: new dependence measures for random vectors. Ann Stat 47(5):2757-2789
Brei M, von Peter G (2018) The distance effect in banking and trade. J Int Money Financ 81:116-137
Candelon B, Colletaz G, Hurlin C, Tokpavi S (2011) Backtesting value-at-risk: a GMM duration-based test. J Financ Econ 9(2):314-343
Cheng T, Wang JQ (2009) Accommodating spatial associations in DRNN for space-time analysis. Comput Environ Urban 33(6):409-418
Christoffersen PF (1998) Evaluating interval forecasts. Int Econ Rev 39:841-862
Daniel K, Hirshleifer D, Subrahmanyam A (1998) Investor psychology and security market under and overreactions. J Financ 53(6):1839-1885
Dell'Erba S, Baldacci E, Poghosyan T (2013) Spatial spillovers in emerging market spreads. Empir Econ 45(2):735-756
Gong P, Weng YL (2016) Value-at-Risk forecasts by a spatiotemporal model in Chinese stock market. Phys A 441:173-191
Hlaing SW, Kakinaka M (2018) Financial crisis and financial policy reform: crisis origins and policy dimensions. Eur J Polit Econ 55:224-243
Hossen V, Solino L, Leroy P, David E, Velge P, Dragacci S, Krys S, Quintana HF, Diogene J (2015) Contribution to the risk characterization of ciguatoxins: LOAEL estimated from eight ciguatera fish poisoning events in Guadeloupe (French West Indies). Environ Res 143:100-108
Huang WQ, Zhuang XT, Yao S, Uryasev S (2016) A financial network perspective of financial institutions systemic risk contributions. Phys A 456:183-196
Inci AC, Li HC, McCarthy J (2011) Financial contagion: a local correlation analysis. Res Int Bus Financ 25(1):11-25
Kelejian HH, Tavlas GS, Hondroyiannis G (2006) A spatial modelling approach to contagion among emerging economies. Open Econ Rev 17(4-5):423-441
Kupiec PH (1995) Techniques for verifying the accuracy of risk measurement models. J Deriv 3:73-84
Laniado H, Lillo RE, Pellerey F, Romo J (2012) Portfolio selection through an extremality stochastic order. Insur Math Econ 51(1):1-9
LeSage J, Pace RK (2009) Introduction to spatial econometrics. CRC Press, New York
Li DY, Kelly DP, Sheridan JT (2013) K speckle: space-time correlation function of doubly scattered light in an imaging system. J Opt Soc Am A 30(5):969-978
Liu Y (2016) On the space-time correlation of heat release rate in turbulent premixed flames. Combust Sci Technol 188(2):166-189

Mendes CFO, Beims MW (2018) Distance correlation detecting Lyapunov instabilities, noise-induced escape times and mixing. Phys A 512:721-730
Otsuka M, Saito K (1965) Space-Time correlations in neutron distributions in a multiplying medium. J Nucl Sci Technol 2(5):191-198
Ouyang FY, Zheng B, Jiang XF (2014) Spatial and temporal structures of four financial markets in Greater China. Phys A 402:236-244
Pan ZY, Zhang WT, Liang YX, Zhang WN, Yu Y, Zhang JB, Zheng Y (2022) Spatio-temporal meta learning for urban traffic prediction. IEEE Trans Knowl Data Eng 34(3):1462-1476
Park T, Shao X, Yao S (2015) Partial martingale difference correlation. Electron J Stat 9(1):1492-1517
Rodriguez-Villamizar LA, Díaz MPR, Merchán LAA, Moreno-Corzo FE, Ramírez-Barbosa P (2020) Space-time clustering of childhood leukemia in Colombia: a nationwide study. BMC Cancer 20(1):48. https://doi.org/10.1186/ s12885-020-6531-2
Siller T (2013) Measuring marginal risk contributions in credit portfolios. Quant Financ 13(12):1915-1923
Song ML, Wang SH, Wu J, Yang L (2011) A new space-time correlation coefficient and its comparison with Moran's Index on evaluation. Manag Decis 49(9):1426-1443
Szekely GJ, Rizzo ML, Bakirov NK (2007) Measuring and testing dependence by correlation of distances. Ann Stat 35(6):2769-2794
Tam PS (2014) A spatial-temporal analysis of East Asian equity market linkages. J Comp Econ 42(2):304-327
Tamakoshi G, Hamori S (2014) Co-movements among major European exchange rates: a multivariate time-varying asymmetric approach. Int Rev Econ Financ 31:105-113
Tawn J, Shooter R, Towe R, Lamb R (2018) Modelling spatial extreme events with environmental applications. Spat Stat 28:39-58
Tobler WR (1970) A computer movie simulating urban growth in the Detroit region. Econ Geogr 46:234-240
Waelti S (2015) Financial crisis begets financial reform? The origin of the crisis matters. Eur J Polit Econ 40:1-15
Wangdi K, Penjor K, Tsheten T, Tshering C, Gething P, Gray DJ, Clements ACA (2021) Spatio-temporal patterns of childhood pneumonia in Bhutan: a Bayesian analysis. Sci Rep 11(1):20422. https://doi.org/10.1038/s41598-021-99137-8
Wied D (2013) CUSUM-type testing for changing parameters in a spatial autoregressive model for stock returns. J Time Ser Anal 34(2):221-229
Xiao YT, Yin HS, Zhang YD, Qi HG, Zhang YD, Liu ZY (2021) A dual-stage attention-based Conv?LSTM network for spatiotemporal correlation and multivariate time series prediction. Int J Intell Syst. 36:2036-2057. https://doi.org/10.1002/ int. 22370
Xiao YT, Xia KJ, Yin HS, Zhang YD, Qian ZJ, Liu ZY, Liang YH, Li XD (2022) AFSTGCN: prediction for multivariate time series using an adaptive fused spatial-temporal graph convolutional network. Digit Commun Netw. https://doi.org/10. 1016/j.dcan.2022.06.019
Zaburdaev V, Denisov S, Hänggi P (2013) Space-time velocity correlation function for random walks. Phys Rev Lett 110(17):170604. https://doi.org/10.1103/PhysRevLett.110.170604
Zedda S, Cannas G (2020) Analysis of banks systemic risk contribution and contagion determinants through the leave-one-out approach. J Bank Financ 112:105160. https://doi.org/10.1016/j.jbankfin.2017.06.008
Zhu B, Füss R, Rottke NB (2013) Spatial linkages in returns and volatilities among U.S. Regional housing markets. Real Estate Econ 41(1):29-64
Zhu GY, He LJ, Ju XW, Zhang WB (2018) A fitness assignment strategy based on the grey and entropy parallel analysis and its application to MOEA. Eur J Oper Res 265(3):813-828
Liu CH, Piao CZ, Ma XX, Yuan Y, Tang J, Wang GR, Leung KK (2021) Modeling citywide crowd flows using attentive convoIutional LSTM. In: 37th International conference on data engineering. IEEE, pp 217-228
Ou JJ, Sun JH, Zhu YC, Jin HM, Liu YJ, Zhang F, Huang JQ, Wang XB (2022) STP-TrellisNets: spatial-temporal parallel TrellisNets for multi-step metro station passenger flow prediction. IEEE Trans Knowl Data Eng 1-14
Valencia F, Laeven L (2008) Systemic banking crises: a new database. IMF working papers WP/08/224

## Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    1. The first stage is global financial crisis which refers to the period January 4,2007 to December 31,2008 ; the second stage is European debt crisis and other local crisis, which is the period during January 2,2009 to
    2. Indices in developed stock markets include DJI.GI, FTSE.GI, FCHI.GI, GDAXI.GI, SSMI.GI, BFX.GI, AEX.GI, OSEAX.GI, ITLMS.GI, IBEX.GI, OMXS30.ST, TA100.GI, N225.GI, HSI.HI, STI.GI, AORD.GI, NZ50.GI and GSPTSE.GI. Correspondingly, indices in emerging stock markets involve 000001.SH, RTS.GI, TWII.TW, SENSEX.GI, PSI.GI, KLSE.GI, JKSE.GI, KS11.GI, MXX.GI, IBOVESPA.GI and MERV.GI 3. ${ }^{* * *}$, **, and * represent significance at the $1 \%, 5 \%$, and $10 \%$ level, respectively
[^1]:    1. The first stage is global financial crisis which refers to the period January 4, 2007 to December 31, 2008
    2. The significant test for the spatiotemporal correlation coefficient of indices is $Z$ test (the null hypothesis is that the spatiotemporal correlations are random), according to the existing literature (OTSUKA and SAITO,1965;
    
    3. Indices in developed stock markets include DJI.GI, FTSE.GI, FCHI.GI, GDAXI.GI, SSMI.GI, BFX.GI, AEX.GI, OSEAX.GI, ITLMS.GI, IBEX.GI, OMXS30.ST, TA100.GI, N225.GI, HSI.HI, STI.GI, AORD.GI, NZ50.GI and GSPTSE.GI. Correspondingly, indices in emerging stock markets involve 000001.SH, RTS.GI, TWII.TW, SENSEX.GI, PSI.GI, KLSE.GI, JKSE.GI, KS11.GI, MXX.GI, IBOVESPA.GI and MERV.GI
[^2]:    ST spatiotemporal correlation, $T$ time series correlation

