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Abstract

This paper explores the power of stock trading trend using an integrated New Threshold
Fuzzy Cognitive Maps (NTFCMs) Markov chain model. This new model captures the
positive as well as the negative jumps and predicts the trend for different stocks over 4
months which follow an uptrend, downtrend and a mixed trend. The mean absolute per
cent error (MAPE) tolerance limits, the root mean square error (RMSE) tolerance limits are
determined for various stock indices over a multi-timeframe period and observed for the
existing methods lying within the defined limits. The results show for every ‘n’ number of
predictions made, the predicted close value of the day’s stock price was within tolerance
limit with 0 % error and with 100% accuracy in predicting the future trend.

Keywords: Financial markets, Prediction intervals, Price forecasting, Comparative studies,
Decision making, Fuzzy cognitive maps (FCMs), Markov chain

Introduction
Stock market is a place where uncertainty, vagueness, ambiguity, inconsistency and

unpredictability prevail and persist. Price movements are observed daily in our day to

day life. The behavior of stock prices appears to be rather odd. However, the price

movements are not totally random in nature. Stock values are numerical values having

uncertainty. Building a model for a problem involving uncertainty is no easy task.

There are numerous forecasting tools and techniques available for predicting the stock

market prices. Statistical models do not employ all available data for manipulation.

The problem arises in handling unequally spaced, available historical high frequency

data. Hence to address and resolve all the above challenges arising out of uncertainty

and to achieve a better prediction accuracy, robust algorithms based on Markov chain

and Fuzzy logic have been developed. Incidents of jumps are determined from the ob-

servations of the stock market data. This being an integrated model, it is more robust

than the classical one and is well suited for analysis of high frequency data of

observations.

A Markov chain is a stochastic process characterized by memoryless property. Ac-

cording to Markov chain concept, the probability distribution of the future state de-

pends only on the present state and not on the sequence of happenings that precedes

it. Markov chains are used in the area of finance to model a variety of different
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phenomena including stock indices and market crashes. In 1974, Markov chains were

used for modeling finance market behavior. Later, in 1989, they were used for modeling

switches between periods of high volatility and low volatility of asset returns. A recent

development is a Markov switching multi fractal model using Markov chains. In

addition to these, Fuzzy logic analysis can be a very efficient tool in predicting stock

market trend. Fuzzy models have the capability to analyze the datasets of linguistic

values. Fuzzy set is a versatile tool for both linguistic and numerical modeling. For a

randomly changing dynamic system, prediction of state of a Markov chain at a given

point in the future is noted for uncertainty. In order to overcome this difficulty, the

current model merges fuzzy logic tool with Markov concept for prediction and analysis.

The main purpose of this study is to integrate two major models, viz., the Markov

chain model and the fuzzy model in an efficient way to obtain a solution for ambigu-

ous situations like external factors affecting the stock market. A fuzzy approach has

been developed, for analysis and study of the moving trends of the stock market lead-

ing to a generalized mathematical model called NTFCMs interrelated model and an

integrated NTFCMs Markov chain model with internal threshold indicating the lower

bound, upper bound and the exact threshold value, to enable palpable benefits to

investors.

The model predicts the MAPE and RMSE tolerance limit for various stock indices.

Comparisons are made with the other existing models measuring the effectiveness of

the model for a multi-timeframe approach. The advantage of the model lies in the

study of the positive, negative and mixed jumps for prediction analysis and for consid-

ering the most ambiguous situations in getting optimum solutions. Ambiguous situa-

tions are made possible for consideration since the historical price data are numerical

values preprocessed and used for addressing the error tolerance effect and predicting

the trend in the developed model. The interest here is to develop a low complexity, ac-

curate prediction model which is better suited for real life situations. This study focuses

on construction of an optimum solution using the interval partition in the Universe of

discourse. Knowledge of the error tolerance limit, helps in taking reliable decisions pre-

dicting the trend of stock price index over varying timeframe. The estimates can be

quite different depending on the frequency of the dataset.

This paper contains five sections. The First section provides the introduction. The

Second section presents a review of literature. In the third and fourth sections, Markov

chain and Fuzzy interrelated jump analysis prediction model, an integrated NTFCMs

Markov chain model are defined respectively. Section 5 deals with applications of inte-

grated NTFCMs Markov chain model to stock market moving trend analysis. Section 6

provides conclusions.

Review of literature
In recent years, fuzzy logic has been widely used as an efficient forecasting tool for solv-

ing problems of uncertainty prevailing in stock markets. Fuzzy set theory was first pro-

posed by Zadeh in 1965. Kosko (1986) introduced the concept of fuzzy cognitive maps

based on the structure of cognitive maps. Vasantha Kandasamy and Smarandache

(2003) have analyzed the social problems in their book on fuzzy cognitive maps. Many

models based on the concept of fuzzy time series were developed by researchers for

forecasting the stock indices. Yu (2005), Yu and Huarng (2008), and Yu and Huarng
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(2010) have proposed various fuzzy time series models for improvement of forecasting

for Taiwan Futures Exchange (TAIEX). Chen and Chang (2010), Chen and Chen

(2011), Chen et al. (2012), and Chen and Kao (2013) have developed various forecasting

models for TAIEX based on fuzzy time series, fuzzy variation groups, fuzzy clustering,

fuzzy rule interpolation technique, particle swarm optimization techniques and support

vector machines. Wei et al. (2014) have proposed a hybrid ANFIS based on n-period

moving average model to forecast TAIEX stock.

Huarng et al. (2007) have proposed a multivariate heuristic model for fuzzy time-

series forecasting. Wahab et al. (2013) have developed an interval type-2 fuzzy logic sys-

tem model for measuring the index value of underground economy in Malaysia. Chen

and Chen (2015) have proposed a hybrid fuzzy time series model based on granular

computing for stock price forecasting. Hung (2011) has applied a combined fuzzy sys-

tem and GARCH model to adaptively forecast stock market volatility. The concept of

hybrid neuro fuzzy model for forecasting was developed by Madhoushi and Aliabadi

(2012). Pritpal and Bhogeswar (2013) have proposed a high-order fuzzy-neuro expert

system for time series forecasting. Hassan et al. (2012) has developed a hybrid fuzzy

time series for forecasting. Li et al. (2010) has proposed a deterministic vector long-

term forecasting for fuzzy time series. Crone et al. (2011) have made a ‘Corrigendum to

advances in forecasting with neural networks? Empirical evidence from the NN3 com-

petition on time series prediction’.

The Hidden Markov Model (HMM) defined by Rabiner and Juang (1993) helps in

tackling the situations involved in the consideration of the probability of the state

caused by the previous state in forecasting. Rabiner (1993) provided a tutorial on Hid-

den Markov Model and selected applications in speech recognition. Rafiul et al. (2006),

Hassan (2009), Hassan and Nath (2005), and Hassan et al. (2007) have proposed stock

market for analyzing and predicting time series phenomena’s using Hidden Markov

Model (HMM), fuzzy model and extended their work with a fusion model of HMM,

Artificial Neural Network (ANN) and Genetic Algorithm (GA) for forecasting. This

study investigates the effectiveness of a hybrid approach. Cheng and Li (2012) com-

bined fuzzy time series forecasting with a probabilistic smoothing hidden Markov

model. Denkena and Nemeti (2013) have developed stock market related pricing mech-

anisms for the tool and mould manufacturing industry. Gharehchopogh et al. (2013)

have provided a case study on linear regression approach for prediction of stock market

trading volume. Makridakis and Hibon (2000) have discussed the M3-competition: re-

sults, conclusions and implications. Weron (2014) proposed electricity price forecast-

ing: A review of the state- of the-art with a look into the future. Park et al. (2016) have

demonstrated a predicting market impact costs using nonparametric machine learning

models. Iyer et al. (2015) have proposed a stock market prediction device using digital

signal processing models. Xue et al. (2015) have introduced stock market trading rules

based on the biclustering method. Guo et al. (2015) have proposed a stock market fore-

casting model combining a two-directional two-dimensional principal component ana-

lysis and a radial basis function neural network. Another effort towards the

development of a new fuzzy time series forecasting model combined with ant colony

optimization and auto-regression models for stock markets has been made by Cai et al.

(2015). Gray et al. (2015) analyzed change, preferred states, and perceived resilience of

social-ecological systems using fuzzy cognitive mapping as a participatory approach. Li
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et al. (2016) proposed a group decision making model for integrating heterogeneous in-

formation. A new Fuzzy Cognitive Map learning Algorithm for Speech emotion recog-

nition was developed by Zhang et al. (2017). Ceska et al. (2019) developed Shepherding

Hordes of Markov Chains. Chao et al. (2019) have proposed behavior monitoring

methods for trade-based money laundering integrating macro and micro prudential

regulation: a case from china. Kou et al. (2019) has developed machine learning methods

for systemic risk analysis in financial sectors. Zhang et al. (2019) has developed soft con-

sensus cost models for group decision making and economic interpretations.

The existing literature review reveals employment of various tools for developing

prediction models for different stock indices. These models have their own merits

and demerits in solving problems of various domains. Expert knowledge is re-

quired for developing fuzzy systems. Recent advancements in research have pro-

vided new perspectives in the field of financial forecasting. According to the

present study, a New Threshold Fuzzy Cognitive Maps (NTFCMs) Interrelated

Model and an integrated NTFCMs Markov Chain Model, exhibiting an interval

varying parameter dependent new threshold value are used in the very construc-

tion of the nodes of the dynamic system of the Fuzzy Cognitive Maps (FCMs).

The first objective is to introduce a threshold parameter ‘φ’ for model development. The

second is to show the computational efficiency of the current model in providing the pre-

diction performances within the tolerance range. The main objective is to develop an ac-

curate forecasting model indicating lower bound, upper bound and the exact threshold

values which can provide the best expected and the most optimal solution. For every ‘n’

number of predictions made the predicted value is within tolerance limit with zero per-

cent error and 100% accuracy. The results show the outcome of the new model, getting a

forecasting accuracy per cent equivalent to other existing models. These features make

the model well suited for financial market applications.

Markov chain and fuzzy interrelated jump analysis prediction model
Consider the states S1, S2, …, Sn such that Si takes a value in the interval (ai, ai + 1) for

1 ≤ i ≤ n. So our Concepts or nodes C1, C2, …, Cn of the FCMs [5,14] do not take the

usual form of adjective terminology expressing the nature of the concepts in a new

linguistic way but they take the values at any point in the interval (ai, ai + 1). So, at this

juncture we define nodes Si(i = 1, 2,…, n) which take values in the interval as Interval

Nodes. This is the marked difference between the usual FCMs and the NTFCMs with

entries from an interval.

These concepts in our new model take values in intervals, where these intervals are

themselves varying states like Very Low, Minimum Low, Low, Moderate Low, Minimum

High, High, Moderate High, Very High etc. which take their values from the stipulated

intervals. So, now with this S1, S2, …, Sn as the concepts or nodes, a like of FCMs

called as NTFCMs interrelated model is built. This new model caters to the need

of the prefixed or pre-assumed values from an interval, where the pre-assumed

values vary in this interval.

The states of the stock market can be taken according to expert decision and framed

as the main co-ordinates for our dynamic system. For instance, for a dynamic system

having six nodes that is n = 6; the states can be defined as S1- Very Low, S2- Low, S3-

Moderate Low, S4- Moderate High, S5- High, S6- Very High. There may be need for
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another expert to consider a dynamic system having 8 nodes say; S1- Very Low, S2-

Minimum Low, S3- Low, S4 -Moderate Low, S5 -Minimum High , S6- High, S7-Moder-

ate High, S8- Very High. The NTFCMs can take any number of nodes depending on

the expert’s wishes.

This method works on positive leaps or jumps as in the case of Markov Chains.

When the leaps or jumps are in the anticlockwise direction, these jumps or leaps

are dissolved as inconsistent or disobedient. Hence, this is not taken into consid-

eration when a trend prediction is performed. This method is a judicious amal-

gam of both FCMs and Markov Chain models to enable the close value

prediction of the actual trend in any problem. When a prediction of any trend in

the problem is attempted, there cannot be any fixed value. Henceforth, we

proceed to describe the dynamic system setup at the outset by using the concepts

or attributes or nodes as intervals which, in turn, are very carefully defined de-

scribing a minute transition of one state to another indicating the jumps are ana-

lytically tractable.

The closing price for ‘N ’ number of days is used as input parameter for analyz-

ing the stockmarket trend. The observations of the closing price are denoted by

c1, c2, …, ct, …, cN. The difference variable defined by cdiff = ct − ct − 1 is computed

between every two consecutive tth and (t − 1)th day closing price stock value. The

non-stationary values are transformed into stationary values. When the non-sta-

tionary closing price values undergo transformation, there will be only (N − 1) sta-

tionary values for the ‘N ‘days considered. Determine the range ‘R ‘for the

stationary values. The range has an upper bound (UB) and the lower bound (LB).

UB is given by maximum range Rmax = max(cdiffvalues) and LB denotes minimum

range Rmin = min(cdiffvalues). Divide the range R into n equal number of sub inter-

vals. Each co-ordinate (at, at + 1) of the subinterval is used to define our states

considered. Now find the midpoint xt, 1 ≤ t ≤ n of each sub interval. This range of

values of the dynamic system, determines the observed frequencies. With a view

to determine the expected frequencies of the range, we give deviations called vary-

ing parameters ‘φ’ in the interval [−α, α] to the midpoints of the defined range

which will give the best impact on the dynamic system. A special type of

NTFCMs described earlier in this section is used in the very construction of the

states of the dynamic system of the FCMs. Midpoints xi ' s undergo a change of

scale in the threshold value with respect to a small arbitrary parameter in the

interval [−α, α], denoted by ‘φ’ and produce an output ‘Y ’. The output ‘Y ‘thus

formed is a sequence of pattern comprising of Decreasing symbol ‘D’ and Increas-

ing symbol ‘I’ depending upon whether the output is negative or positive of the

dynamic system.

Positioning of each xi at each stage is described as under:

(i) Construction of an interval

(ii) Obtaining the interval points

(iii)Uniform jumps are only valid

(iv)Clockwise jumps are valid

(v) Anticlockwise jumps are disobedient jumps or danger jumps in this problem of

moving stock market.
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The ‘n’ states and their corresponding intervals are defined in Table 1. Midpoint

of the state St is defined by xt ¼ atþatþ1
2 ; 1≤ t≤n: The collection of all midpoints put

together forms a set, called the MidX set, given by MidX = {x1, x2, x3, x4,…, xn}. The

output ‘Y’ after undergoing a change with respect to the varying parameter ‘φ’ is

the set denoted by Y = {y1, y2, y3, y4,…, yn} and is defined by yi = xi ± φ, i = 1, 2, …, n

where ‘φ’ is a small arbitrary parameter in the interval [−α, α] depending on the

problem on hand (α, a real number chosen after the analysis of the problem). The

framework design and the technical details of each stage of the current study are

described as shown in Fig. 1.

The working of the model is now discussed. The assumptions indicated here are due

to the merging of the Markov chain model with FCMs. Let S1, S2, …, Sr, Sr + 1, …, Sn − 1,

Sn be the coordinates of the New FCM with internal threshold model constructed. An

instantaneous state vector ‘S ‘given by S = (S1, S2,…, Si,…, Sn) where Si ∈ {0, 1} as repre-

sented in (1) is considered as an initial state vector, denoting the ON-OFF positions of

the states.

Table 1 States and the corresponding intervals of the jump analysis method

States Corresponding Intervals

S1 (a1, a2)

S2 (a2, a3)

S3 (a3, a4)

. .

. .

. .

Sn (an, an + 1)

Fig. 1 Research Design Integrating Markov Chain and Fuzzy Model
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Si ¼ 1 if
0 if

�
Si is
Si is

in ON
in OFF

position
position

for i ¼ 1; 2;…; n ð1Þ

Consider a dynamic system. A Pseudo code has been developed for fitting the defined

model. The level of the pseudo code determines the fitness of the optimization or the

nature of the solution for the current method. The solution can be given ranks, the

rank ranging from 5 to 0 as shown in Table 2.

Integrated NTFCMs Markov chain model
Under unusual cases, jumps or leaps can be on the other side. Such jumps are referred

to as unnatural jumps. Concepts involving these jumps are ignored and avoided. Since

we are using Markov chains, we call anticlockwise jumps as Disobedient jumps.

The negative jumps or leaps are always found in a dynamic system indicating a

downward trend or a Bear State which shows the danger of falling. But, they are dis-

carded or dissolved for the sake of convenience. But, one should consider the Disobedi-

ence Zone or Danger Zone to give a better model. The Danger Zone or the

anticlockwise trend is the most important study because one can be cautious during

that period.

Table 2 Range, rank and nature of the solution

Range Rank Nature of the
SolutionSolution 'Sj − Si' Reverse solution 'Si − Sj'

r ≤ r-2 5 Most optimal solution

r-1 r-1 4 Optimal solution

≤ r-1 r 3 Just optimal solution

r + 1 r + 1 2 Ambiguous or rigged

≥ r + 2 ≥ r + 2 1 Most ambiguous

j = i i = j 0 Stationarity
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In order to explain the Markov chain model, in addition to pseudo code 1 mentioned

earlier, pseudo code 2 has been designed and it determines the nature of the solution.

There can also be a combination of pseudo code 1 and pseudo code 2, considering

the possibility of both positive and negative trends being followed.

The Markov chain denoted by ‘mc’ is defined using the conditions specified below:

The trend, rank and growth arrow corresponding to the mc values are indicated in

Table 3.

Experimental result and discussion of integrated NTFCMs Markov chain
model to the stock market moving trend problem
As a general strategy, it is best to trade with trends, indicating the need for caution

when the general trend of the market is headed up. The caution relates to taking any

positions that rely on the trend going in the opposite direction. A Bull Market Trend is
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an Upward Trend associated with a long term climb with increasing investor confidence,

and increased investment in anticipation of future price increases. It symbolizes charging

ahead with excessive confidence. Price rise indicates a strong economy and a low level of

unemployment. Market returns are good. A Bear Market Trend is a Downward Trend as-

sociated with long term decline with increasing investor fear level. It is a transition from

high investor optimism to a widespread investor fear. It symbolizes lazy or cautious

movers. Falling prices show a dull economy. In Recession, unemployment rates are high.

Market’s returns are bare. Analysis of the efficacy of the stock market moving trend for

the methods developed, involves the consideration of three different stocks, one following

an upward trend, a second showing a downward trend and the third a mixed trend to

indicate this method works well under all circumstances - this is shown in Fig. 2. The

results are compared with the existing trend and the accuracy of the model for various

trends is found out. The current model is a multi-trend multi-timeframe model where the

forecasting performance is tested for a time period of 1-day, 1-week, 2-weeks, 1-month,

2-months, 4 months ahead. There are two phases namely training and a testing phase.

The data obtained for the stock indices consisted of close price in each day.

The stock prices for IBM, APPLE INC, UNG sectors at the close of every day for a

period of one month are collected from the historical dataset available in www.finance.

yahoo.com. In order to study the moving trend, the daily close value of the stock price

of the IBM data set for a period of 1 month is collected. One day difference in close

value is found out. The lower bound of the given range is found out. The upper bound

of the given range is also found out by using the formula h ¼ b−a
n . For the dataset con-

sidered, it is found out to be [ -2.2, 1.88]. Similarly, the raw data of the various other

sectors considered are also transformed into a corresponding range of values. The data-

set considered is split into 6 subintervals, for instance, n = 6. Each subinterval is given

a name as S1, S2, S3, S4, S5, S6. The Midpoints of the subintervals are found and it is

given by MidX ¼ f−1:86; −1:18; −0:5; 0:18; 0:86; 1:54g .

The midpoints of the subintervals are found out considering the possibility of accur-

acy in working each model. Instead of considering points from the full subinterval,

midpoints are chosen in order to give a reliable working model. The midpoints thus

obtained, form a state vector fX1; X2; X3; X4; X5; X6g . The state vector is

made to undergo an arbitrary change with respect to a small arbitrary parameter ‘φ’ in

the interval [ -2.2, 1.88 ] , in order to determine the expected frequencies of the range

Table 3 Trend, rank and growth arrow for mc < 0 and mc ≥ 0

mc value Trend Rank Growth Arrow

≤ −4 Very less stable 1 ↓

− 3 Less stable 2 ↓

− 2 High stable 3 ↓

− 1 Very high stable 4 ↓

0 Most stable 5 ↑

1 Very high stable 4 ↑

2 High stable 3 ↑

3 Less stable 2 ↑

≥ 4 Very less stable 1 ↑
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and produce an OutputY . Various outputs are obtained for varying ‘φ’ . When ‘φ’ is as-

sumed a value 1 and added to the MidX state vector, the change in MidX state vector

is noted. It is given by OutputY ¼ f−0:86; −0:18; 0:5; 1:18; 1:86; 2:54g .

The change in the changed MidX i.e., OutputY is noted, for each corresponding values

of MidX. When the change is positive, the trend arrow is indicated with a symbol denoted

by ' ↑ ' and defined as increasing. If the change is negative, the trend arrow is indicated

with a symbol denoted by ' ↓ ' and defined as decreasing. The hidden pattern from the

MidX and OutputY can be determined. For instance the pattern vector is given by

↓ ↓ ↑ ↑ ↑ ↑f g . We determine the connection matrix ‘CM’ for the OutputY.

Table 4 gives the one day difference in close value for the IBM dataset considered:

Fig. 2 Various stocks like: a IBM stock showing an uptrend b UNG stock showing a downtrend c APPLE INC
stock showing a sideways or mixed trend using jump analysis method
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The range is determined for Table 4 and is found to be [ -2.2, 1.88 ]. The data set

considered is split into 6 subintervals, say. Then for N = 6, MidX ¼
−1:86; −1:18; −0:5; 0:18; 0:86; 1:54f g.
Also, the same study was done for N = 8, the MidX obtained was MidX ¼
−1:945; −1:435; −0:925; −0:415; 0:095; 0:605; 1:115; 1:625f g . The mid-

points undergo a change with respect to a small arbitrary parameter ‘φ’ in the interval

[- 2.2, 1.88], in order to determine the expected frequencies of the range and produce

an OutputY. The OutputY in turn determines the hidden pattern of the dynamic sys-

tem. The pattern depending on φ chosen is given by Y (i.e.,) the value of Y depends

upon the positive or negative value of the output value yi. For varying φ, we get varying

patterns as shown in Table 5 from which conclusions are drawn. The Connection

Matrix ‘CM’ Vasantha Kandasamy and Smarandache (2003) is formed for the yi’s, i = 1,

2, … , n using fuzzy cognitive mappings for the set considered. This pattern undergoes

threshold and updation and the trend is analyzed.

Now for illustration, when φ = − 0.25

MidX ¼ −1:86; −1:18; −0:5; 0:18; 0:86; 1:54f g
OutputY ¼ −2:11; −1:43; −0:75; −0:07; 0:61; 1:29f g
Let the Initial vector be 1 0 0 0 0 0ð Þ

CM ¼

0 1 1 1 −1 −1
1 0 1 1 −1 −1
1 1 0 1 −1 −1
1 1 1 0 −1 −1
−1 −1 −1 −1 0 1
−1 −1 −1 −1 1 0

0
BBBBBB@

1
CCCCCCA

Thresholding and updation has been done for the vectors as shown in Fig. 3. For

the dynamic system starting with S1 switched ON, there are 3 jumps or leaps in the

clockwise direction. After going through threshold and updation, S2, S3, S4 are all ON

from S1 indicating the observed solution is in Rank 5 giving a Most Optimal Solution.

Similarly, switching ON different Si, many different solutions are observed as explained

above in the Pseudo code of the current model and the trend of the stock market can

Table 4 IBM stock close value dataset

Closevalue cdiff Closevalue cdiff

$77.91 – $79.07 0.51

$77.39 − 0.52 $77.40 −1.67

$76.50 −0.89 $77.28 −0.12

$75.86 −0.64 $77.95 0.67

$77.45 1.59 $77.33 −0.62

$79.33 1.88 $76.70 −0.63

$79.51 0.18 $77.73 1.03

$79.15 −0.36 $77.07 −0.66

$79:95 0.8 $77.90 0.83

$78.56 −1.39 $75.70 −2.2
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be analysed. Using the Pseudo codes defined in “Markov chain and fuzzy interrelated

jump analysis prediction model” and “Integrated NTFCMs Markov chain model” sec-

tions, the following results are obtained for the datasets considered. The predicted close

price value ct on tth day is obtained using the formula given below.

Predicted value on the current tth day = the observed value on the previous (t -1)th

day + cdiff (t, t- 1).

Predictedmini ¼ Actualclosei−Rmin

Predictedmaxi ¼ Actualclosei−Rmax

The forecasting accuracy is measured in terms of the Root mean square error

(RMSE), Mean absolute per cent error (MAPE). The following is the procedure to cal-

culate the RMSEmin , RMSEmax , MAPEmin and MAPEmax.

RMSE min ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Predicted mini−Actualcloseið Þ2

n

vuuut

RMSE max ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Predicted maxi−Actualcloseið Þ2

n

vuuut

MAPE min ¼ 100
n

Xn
i¼1

Predicted mini−Actualcloseið Þ
Actualclosei

MAPE max ¼ 100
n

Xn
i¼1

Predicted maxi−Actualcloseið Þ
Actualclosei

In the above defined formulas, ‘n’ denotes the total number of test data sequence;

Actualclosei indicates the actual close value of the stock price on day i; Predictedmini
and Predictedmaxi indicates the predicted minimum close value, predicted maximum

close value of the stock price on day i.

Fig. 3 Thresholding and Updation of vectors

Table 6 Sample data for actual close value, predicted close value, tolerance, observed trend,
existing trend and error for various stocks using Markov chain and fuzzy interrelated model

Stock
Name

Actual
close
value

Predicted close value Close value
tolerance
limit

Observed
trend

Existing
trend

Error The Proposed
model MAPE
tolerance limit

Predicted
minimum
close value

Predicted
maximum
close value

IBM $186.35 $184.7 $190.22 (−1.65, 3.87) Up trend Up trend Zero

UNG $12.61 $12.17 $12.8 (−0.44, 0.19) Down trend Down trend Zero (−4.9,7.9)

APPLE INC $124.25 $122.16 $127.1 (− 2.09, 2.85) Sideways or
Mixed trend

Sideways or
Mixed trend

Zero
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For every ‘n’ number of predictions made, the predicted maximum and the predicted

minimum are taken to ensure it sticks on to the accurate one. When it is within toler-

ance limit, error is assumed to be zero. Table 6 gives the sample data for actual close

price of the index on each day of the forecasting period, predicted close value, toler-

ance, observed trend, existing trend and error for various stocks considered. It is found

that the observed trend and the existing trend obtained were same with Zero per cent

Error and accuracy was found to be 100%.

Stock prices of firms in the IT sector have been used for demonstrating the authenti-

city of the proposed model: the daily stock price of Apple Computer Inc., International

Business Machines Corporation (IBM) and Dell Inc., collected from www.finance.

yahoo.com.

Table 7 shows the comparison of the current method with other existing

methods for a time frame of 4 months. Figure 4 shows the Existing methods of

Hassan, showing MAPE tolerance for dataset of various stocks and the outcome

of the current jump analysis method showing MAPE tolerance for dataset of

various stocks studied by Hassan. Indices of close price from 1997 to 2004 as

shown in Table 8 are used for verification of the daily TAIEX dataset. Table 8

summarizes various methods developed for forecasting the TAIEX index. The

performance is compared with that of the existing models as shown in Fig. 5.

The data from January to October for each year have been used as training data-

set and November, December data for forecasting. The first 10 months have been

used as training the model and the last two months for testing the model. Exten-

sive analysis has been carried out for various stock indices with a multi-time-

frame approach to ensure it as the best eff- ective model predicting the trend.

There is considerable uncertainty in decision making problems. But the current

model helps in successful prediction of patterns, trends using error tolerance

limits giving optimum solutions.

Conclusion
A stock market moving trend is a tendency of a financial market to move in a

specific direction over time. Buyers and sellers move markets based on expecta-

tions and emotions (fear and greed). In this current study, a NTFCMs interre-

lated model and integrated NTFCMs Markov chain model in which hidden

Table 7 Comparison of the outcome of the Markov chain and fuzzy interrelated method with
other existing methods

Stock Name Mean absolute per cent error (MAPE) in forecast for test dataset Observed
trend

Existing
trend

Error

ARIMA HiMMI ANN-GA-HMM
Interpolation

Hassan fusion
model with
weighted average

The proposed
model MAPE
tolerance limit

IBM Corp. 0.9723 1.2186 1.0555 0.8487 (−2.03, 3.68) S/M trend S/M trend Zero

APPLE
Comp. Inc.

1.8009 2.8373 2.1650 1.9247 (−9.15, 11.14) Uptrend Uptrend Zero

DELL Inc. 0.6604 1.0117 0.8446 0.6992 (−3.42, 8.22) S/M trend S/M trend Zero

Train dataset collected from 10.2.2003 to 10.9.2004
Test dataset collected from 13.9.2004 to 21.1.2005
S/M Sideways or mixed

Ganesan et al. Financial Innovation            (2019) 5:35 Page 14 of 19

http://www.finance.yahoo.com
http://www.finance.yahoo.com


threshold values have been used in the very construction of the nodes of the dy-

namic system of the FCMs. The study of the movements in the stock markets is

based upon the use of this model. The current model has helped with the predic-

tion of the trend indicating its lower bound, upper bound and the exact thresh-

old values giving the best expected most optimal solution. The main objective is

to illustrate the efficacy of the current model with extensive analysis of three dif-

ferent stocks namely IBM, UNG, APPLE INC which followed an upward trend, a

downward trend and a mixed trend respectively. The contribution of the current

research work is finding the error tolerance limit for various errors like MAPE,

RMSE errors for various stock indices using a multi-timeframe approach. The

predicted minimum and predicted maximum of the errors help in enhancement

of the decision making process for achievement of reliable forecasts. All the exist-

ing methods reveal the error as being within the range of tolerance limits. Results

showed the predicted value within tolerance limit for every ‘n’ number of predic-

tions made with nil error and 100% accuracy. Even if many more tools and tech-

niques are developed in future to enhance forecast accuracy, all those developed

would still have an error within this tolerance range. There is no possibility for

deviation from the defined range. Predicting the close price for next one day, one

week, one month, two months, and four months ahead can never be so accurate

Fig. 4 a Existing methods of Hassan, showing MAPE tolerance for dataset of various stocks b Outcome of
the current jump analysis method showing MAPE tolerance for dataset of various stocks studied by Hassan
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and satisfactory. We therefore ensure accurate prediction of the range of toler-

ance predicting the minimum and maximum error giving an optimum solution

and thereby enhancing successful trend prediction model. The future research

work and plan is to develop a system for improvement of accuracy in the error

tolerance limit.
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